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Abstract

This document reports the development and findings of a computational study which examines
the regional-scale variability of seismic risk to reinforced concrete (RC) buildings using physics-
based earthquake simulations. The development of the structural simulation models is presented
first, followed by a description of the study components, and discussion of its findings as they
relate to the seismic risk to RC buildings. Finally, the implications of the study findings on the
performance and design of RC buildings near active earthquake faults are summarized, and the
study limitations are reported. This report is divided into three parts:

In part I, the simulation framework for RC moment frames is described. The framework rests
upon the theory of lumped plasticity (LP) models, which is described in the first chapter. The
second chapter outlines a program, the RC Structural Model Generator, which calibrates the LP
component parameters and generates structural analysis scripts of RC frames with any number
of stories/bays. The program is intergated into a regional-scale workflow to allow for expedient
simulation of the nonlinear response of RC buildings to earthquake ground motions over large
computational domains. The program performance is assessed using several static and dynamic
verification problems that are described in the following chapter.

In part II, broadband physics-based earthquake simulations are utilized to characterize the
regional-scale risk to modern RC buildings using the workflow described in part I. Dense datasets
of high-resolution simulated ground motions were generated using kinematic fault rupture mod-
els with varying rupture characteristics to represent shallow crustal earthquakes, and resolved up
to frequencies of 5 Hz. Over forty thousand nonlinear time history simulations of modern short-
and mid-rise RC special moment frame buildings were conducted. The spatial variability of the
structural risk within a single earthquake scenario and between different rupture scenarios was
examined, and the impact of the geologic and rupture characteristics on the structural response
quantities was characterized. In addition, the relationship between the structural demands near the
fault and the stiffness and ductility characteristics of the buildings was investigated. The study
reveals that the structural demands on RC buildings due to a M7 strike-slip earthquake may vary
by a factor of up to 8.0 at very short distances from the fault, and the dispersion in the demands
is found to depend on the frequency content of the buildings. The interstory drift and member
rotation demands are substantially impacted by important features of the geological structure and
the characteristics of the rupture scenarios, particularly the presence of localized high-slip regions
along the fault plane. Flexible buildings exhibit higher sensitivity to the presence of strong veloc-
ity pulses near the fault, as compared to stiffer buildings. Comparison of the characteristics of the
simulated ground motions against real earthquake records suggests that the simulated motions, par-
ticularly using the hybrid rupture scenarios, may offer reasonable risk estimates for low-frequency
structures, and conservative estimates for high-frequency structures.

Part III of this report presents some computational and theoretical supplements to the study,
including the software tool which was created to aid the design of modern RC moment frame
buildings.
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Chapter 1

RC Structural Component Modeling

1.1 Beam-spring assembly modeling concepts
The behavior of reinforced concrete (RC) structural members is simulated by lumped or concen-
trated plasticity (LP) models. These models represent a computationally-inexpensive idealization
of the nonlinear behavior of structural components. The model consists of a linear elastic beam
element connected in series with two (or one) nonlinear springs at the member ends. The beam
element is assumed to remain elastic during the entire analysis, whereas the nonlinear response
of the member is represented by a nonlinear constitutive relationship for the end springs. This
modeling approach implies the following:

• The nonlinear response history of the structural component (or the end-springs) cannot be
directly calibrated from a mechanics-based approach. Rather, it is calibrated based on com-
parisons against physical observations. This implies that these calibrations have a limited
range of applicability, which corresponds to the range of available component laboratory test
data. This aspect represents one of the major drawbacks of the lumped plasticity approach.

• The stiffness properties of the structural component are based upon the in-series stiffness of
the beam element and the end springs in the model. This implies that the stiffnesses of both
components of the model (the beam element and the springs) need to be scaled to produce
the correct stiffness for the structural member.

• The commonly used LP element model is incapable of directly predicting the effects of
the interaction between the bending moment and the axial load on the structural memebers
during the analysis.

The concept and use of LP models in nonlinear structural analysis date back to the 1960s. A
description of two types of LP models which employ bilinear hysteretic moment-rotation relation-
ships, and their use in the dynamic analysis of a 20-story structural frame can be found in [Giber-
son, 1967]. Chen [1982] and Powell and Chen [1986] presented a formulation for a plasticity-based
3D generalized plastic hinge element, which accounts for the interaction between axial, torsional
and biaxial bending effects in the member, and Dides and De la Llera [2005] conduct a comparative
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study between the different types of concentrated plasticity models and their use in the dynamic
analysis of structures.

In the following decades, more sophisticated constitutive relationships of the beam hinges were
developed to incorporate the degradation in strength (or post-capping behavior), and the degrada-
tion in strength and stiffness under cyclic loading conditions. Examples of these models include
those by Kunnath et al. [1991], Sivaselvan and Reinhorn [2000] and Song and Pincheira [2000] -
see Lignos [2008] for a comprehensive review of deterioration models. These models became in-
creasingly necessary for seismic analysis and design, particularly with the advent of performance-
based seismic engineering methodologies, and the emphasis on predicting extreme limit states of
structures- including structural collapse. The key challenge in using lumped plasticity models is
calibrating the hysteretic properties of the member nonlinear hinges, which determine the nonlin-
ear behavior of the structural component, including the deterioration in strength and stiffness under
complex loading conditions. Several studies have proposed methodologies to arrive at estimates
of the hysteretic hinge properties. One of the most widely used deteriorating hysteretic hinge
models is the Ibarra-Medina-Krawinkler (IMK) model which is described in Ibarra and Krawin-
kler [2005] and Ibarra et al. [2005], along with its calibration for steel, plywood and reinforced
concrete components. This model was further refined by Lignos [2008], and calibrated for steel
sections, to enable the prediction of sidesway collapse of steel frames. The calibration process
yields prediction equations, which were developed systematically based on statistical regression
approaches using a large number of experimental test data. A similar calibration approach was
proposed for reinforced concrete components in Haselton [2008], which calibrated the so called
‘peak-oriented’ version of the IMK model to 255 reinforced concrete column tests. Then, using
statistical regression, equations which relate the column design parameters to the column element
model parameters were developed. The prediction equations developed in Haselton [2008] were
echoed in the PEER-ATC 72-1 report [PEER/ATC, 2010], and were later refined in Haselton et al.
[2016]. The equations in the latter publication were used to predict the properties of the LP models
in the numerical study described herein.

1.2 Stiffness scaling of the beam-spring assembly
The LP component models consist of an elastic beam element connected in series with nonlinear
springs at one or both ends (depending on the boundary conditions), as shown in figure 1.1. The
properties of the structural member as a whole are, therefore, the aggregate of the properties of
both beam and spring components. In other words, the use of LP models requires the following
steps:

1. Estimating the properties of the structural members, which involves determining a moment-
rotation relationship for the member, and includes the strength and stiffness deterioration
properties. The estimation of the member properties is the subject of the following section.

2. Computing the properties of the beam element and nonlinear springs which correspond to
the properties of the structural member. This procedure is the subject of this this section.
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Figure 1.1: Illustration of the beam-spring assembly in the lumped plasticity model.

The properties of the beam and spring elements are used as input to the numerical analysis
model.

1.2.1 Stiffness properties of the beam-spring assembly
The stiffness of the structural member is equivalent to the in-series stiffness of the beam-spring
assembly. This means that the rotation at one end of the member (see figure 1.1) is equal to the
sum of the rotation of the beam element and the rotation of the nonlinear spring:

θmem = θele + θspr (1.1)

where all the properties with the subscript ‘mem’ belong to the entire assembly, and the subscripts
‘ele’ and ‘spr’ refer to the properties which belong to the beam element and the nonlinear spring,
respectively. Utilizing the small-displacement moment-rotation relationship M = Kθ, equation
(1.1) becomes:

M

Kmem

=
M

Kele

+
M

Kspr

(1.2)
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where M is the moment at the end of the member, and K is the stiffness. Equation (1.2) can be
reduced to:

1

Kmem

=
1

Kele

+
1

Kspr

(1.3)

which yields the stiffness of the assembly in terms of the stiffness of its constituents. There are
multiple ways one can assign stiffnesses to the assembly components:

• Assigning the entire member stiffness to the spring, i.e. Kspr = Kmem and Kele = ∞.
Ibarra and Krawinkler [2005] point out this option is not desirable because it would force
all the deformations into nonlinear springs. Consequently, the member stiffness becomes
independent of the moment gradient in the beam element, and the effects of the moment
gradient and its changes during the analysis will not be accounted for in the simulation
models. This approach may also result in spurious damping forces in the analysis, depending
on the underlying damping formulation in the model.

• Assigning the entire member stiffness to the beam element, i.e. Kele = Kmem and Kspr =
∞. This option is problematic because having an infinite spring stiffness precludes the
evolution of member stiffness in the strain-hardening and post-capping regions, which is
conventionally expressed as a fraction of the initial spring stiffness in the LP model.

• Assigning the spring stiffness as a multiple of the beam element stiffness, i.e. Kspr = nKele,
such that n >> 1 [Ibarra and Krawinkler, 2005]. This option is the currently accepted
approach for LP models, because it avoids or minimizes the problems associated with the
other options. Using equation (1.3), the spring and element stiffnesses can be expressed in
terms of the member stiffness:

Kspr = nKele = (n+ 1)Kmem (1.4)

Kele =
n+ 1

n
Kmem (1.5)

A value of n = 10 was deemed appropriate [Ibarra and Krawinkler, 2005] for permitting the
use of a nonlinear backbone relationship for the springs, accounting for the element moment
gradient effects, and avoiding some of the potential damping issues associated with infinite
stiffness.

1.2.2 Scaling of other member properties
Because the stiffnesses of the spring and element are modified in the LP analysis models (refer to
equations (1.4) and (1.5)), other member properties associated with the stiffness properties have to
be modified as well to reproduce the correct moment-rotation relationship for the member. These
properties are outlined in the following paragraphs:
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Figure 1.2: Hardening and post-capping member stiffness in the moment-rotation backbone rela-
tionship in a structural member

Strain-hardening coefficient α : The strain hardening coefficient α is defined as the ratio be-
tween the hardening stiffness of the member Ks−mem and the initial elastic stiffness of the member
Ke−mem, i.e.:

Ks−mem = αKe−mem (1.6)

Similarly, the ratio between the hardening stiffness of the spring Ks−spr and the initial elastic
stiffness of the spring Ke−spr can be expressed as:

Ks−spr = αsprKe−spr (1.7)

Because of the stiffness scaling described in the preceding subsection, the ratio between the
elastic and hardening stiffness of the spring αspr is not equal to α, and has to be derived. Referring
to figure 1.2, the difference in the member cord rotation between two points in the hardening range
∆θ can be expressed as follows:

∆θmem = ∆θele + ∆θspr (1.8)

Using the moment-rotation relationship ∆M = K∆θ, where K is the tangent stiffness, equation
(1.8) can be rewritten as:

∆M

Ks−mem
=

∆M

Kele

+
∆M

Ks−spr
(1.9)
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where the tangent stiffness of the beam element is Kele because the element remains elastic
throughout the analysis. Substituting equations (1.6) and (1.7), the following relationship is ob-
tained:

1

αKmem

=
1

Kele

+
1

αsprKspr

(1.10)

The desired relationship between αspr and α can be obtained by substituting equations (1.4) and
(1.5) into equation (1.10):

αspr =
α

1 + n (1− α)
(1.11)

This relationship permits computing the value of αspr, which is used as input in the numerical
model, after determining the ratio α for the structural member, using the prediction equation pre-
sented later in this chapter.

Post-capping stiffness coefficient αc : This parameter expresses the ratio between the post-
capping member stiffness and initial member stiffness αc = Kc−mem

Kmem
. A similar derivation can

be applied in the post-capping region of the moment-rotation relationship, leading to a similar
relationship between the spring post-capping stiffness coefficient αc−spr and the member post-
capping stiffness coefficient αc:

αc−spr =
αc

1 + n (1− αc)
(1.12)

However, the implementation of the LP model in the structural analysis platform Opensees [McKenna
et al., 2000] (the IMK material model) does not require specification of the post-capping stiffness
coefficient directly. Rather, the post-capping slope is determined indirectly through specifying the
post-capping rotation capacity, as described in the following section. Therefore, computing the
spring post-capping stiffness coefficient is unnecessary in the context of this analysis.

Damping coefficient β : Rayleigh Damping is the most common damping formulation for struc-
tural analysis applications, in which stiffness- and mass-proportional damping coefficients are in-
troduced into the simulation model to account for damping effects in the structure, such that the
damping matrix is expressed as follows:

C = β1M + β2K (1.13)

where M is the mass matrix of the structure, K, in this case, is the initial structural stiffness (rather
than the tangent stiffness), and β1 and β2 are the mass-proportional and stiffness-proportional
damping coefficients, respectively. Using a Rayleigh damping formulation, the damping in the LP
model is assigned as follows:

• Because the structure’s mass is lumped at the nodes, the mass-proportional damping is as-
signed to the model nodes only.
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• To avoid the numerical problems and spurious damping forces associated with the change in
the spring stiffness during the analysis [Ibarra and Krawinkler, 2005, Chopra and McKenna,
2016], the stiffness-proportional damping is assigned to the beam elements only (but not
the springs), which have constant elastic stiffness throughout the analysis. This approach
also avoids using a non-constant damping matrix which results from tangent-stiffness pro-
portional damping, generates a hysteretic force-velocity relationship (for which there is no
physical basis), and may lead to negative damping when the tangent stiffness becomes neg-
ative.

It is worth noting that Opensees has the capability to assign damping to specific regions of the
model, rather than the entire model, using the ‘region’ command. The reader is referred to the
Opensees command manual for a detailed description of the command. Because β2 is a stiffness-
proportional damping coefficient applied to the beam elements only, the coefficient value in the
simulation model must be modified to reflect the correct damping coefficient for the beam elements
(as opposed to the damping coefficient for the entire structural member). Based on the stiffness
relationship in equation (1.5), the modified damping coefficient can be trivially determined as:

β2−ele =
n+ 1

n
β2−mem (1.14)

1.3 Estimation of the moment-rotation relationship for RC com-
ponents

The prediction of the properties of the LP hinge model is the process of determining the appropriate
nonlinear moment-rotation relationship of the structural component. This relationship is typically
represented as a multi-linear moment-rotation diagram, which includes a pre-yield elastic range, a
post-yield hardening range, and a post-peak or post-capping (negative) stiffness range. In addition,
recent available prediction equations include predictions of the cycle-to-cycle strength degradation
(degradation in strength during cyclic loading), and degradation of the unloading and reloading
stiffness based on some dissipation energy measures, as detailed in the references cited above.

After determining the component M-θ relationship, the properties of the constituents of the
structural member model (the elastic beam element and the inelastic spring) can be determined as
described earlier. These properties can then be used to create a numerical model of the assembly
using structural analysis codes, in this case using OpenSees. An overview of these steps is provided
in the following subsections.

The following paragraphs, along with figure 1.3 describe the parameters of the component
moment-rotation relationship, which are the targets of the IMK model calibration process. Various
forms of the same parameters have been presented in different studies. In this document, the
parameter definitions and the prediction equations used to estimate them are described first, then
corresponding input parameters to the Opensees material model are discussed. It is noted that three
different types of the IMK model exist: bilinear, peak-oriented, and pinching [Ibarra et al., 2005].
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Figure 1.3: Parameters of the backbone of the IMK hysteretic material model.

In the numerical models developed herein, the peak-oriented IMK model is used, because it has
been previously calibrated for RC components.

Yield moment capacity My : the yield moment capacity of the model can be represented by the
nominal flexural strength of the RC beam-column, and determined using the standard rectangular
compressive stress block analysis of the member’s cross section (ACI 318-11) in combination with
the expected (rather than nominal) steel and concrete material strengths. An alternative method of
estimating the flexural yield strength is using the empirical equation developed in Panagiotakos and
Fardis [2001]. Following the suggestions of Haselton et al. [2016], the former method is used to
estimate My, although both methods were explored in this study and provide very close estimates
in most cases. The section analysis approach is preferred because it is grounded in structural
mechanics theories, albeit with a simple representation of the stress distribution over the cross
section.

Initial elastic stiffness Ke : this parameter is not estimated directly using the prediction equa-
tions, because the member stiffness depends on the member length and boundary conditions. In-
stead, the flexural rigidity EIe is estimated (as a fraction of the gross section flexural stiffness EIg)
using the prediction equation proposed in Haselton et al. [2016]:

EIe
EIg

= 0.30

(
0.1 +

P

Agf ′c

)0.8(
L

h

)0.72

where 0.2 ≤ EIe
EIg
≤ 0.6 (1.15)

where P is the axial load on the member, Ag is the gross cross-sectional area, f ′c is the nominal
compressive strength of the concrete, and L

h
is the ratio of the member length to its cross-sectional

depth. The initial elastic stiffness of the member is computed as 3EIe
L

for a member in single
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curvature (such as a cantilever member), and as 6EIe
L

for a member in double curvature (such as
beams and columns in typical moment frames). It is noted that the yield stiffness EIe is a measure
of the secant stiffness to the yield point, and is primarily intended for analyses in the nonlinear
range (large displacement demands). Another measure of the initial stiffness EI40 provides an
estimate of the secant stiffness up to 40% of the yield load, and is intended for analyses at low
deformation demands. Therefore, it provides a better estimate of the initial stiffness. Haselton
et al. [2016] point out that the value of the initial stiffness was not seen to have a significant impact
on the structural response in the nonlinear range and up to collapse. The initial stiffness EI40 can
be estimated using the following equation:

EI40
EIg

= 0.77

(
0.1 +

P

Agf ′c

)0.8(
L

h

)0.43

where 0.35 ≤ EI40
EIg

≤ 0.8 (1.16)

Yield rotation capacity θy : this parameter describes the ratio between the yield moment and
the initial stiffness My

Ke
.

Plastic rotation capacity θpl : this parameter is defined as the rotation capacity at the capping
point, minus the the yield rotation capacity, and is estimated using the prediction equation in Hasel-
ton et al. [2016]:

θpl = 0.12 (1 + 0.55asl) (0.16)v(0.02 + 40ρsh)
0.43(0.54)0.01cunitsf

′
c(0.66)0.1sn(2.27)10.0ρ (1.17)

where asl is a parameter which indicates whether or not bond-slip is possible in the structural mem-
ber, and is either equal to 1 or 0, v is the axial load ratio on the component, ρsh is the transverse
reinforcement ratio, which is equal to the transverse reinforcement area Ash over the area encom-
passed by the spacing of the transverse reinforcement s and the section width b. cunits is a units
conversion ratio equal to 1.0 when f ′c is in MPa, and 6.9 when it is in ksi. sn is a slendness ratio of
the reinforcing steel bars, which is equal to the ratio of transverse reinforcement spacing s over the
longitudinal bar diameter db. Finally, ρ is the longitudinal reinforcement ratio As

bh
where h is the

total section depth. The experimental data used to develop equation (1.17) is limited to columns
with symmertic steel reinforcement. To determine the plastic rotation capacity for sections with
unsymmetric tension and compression reinforcement, the following correction was proposed by
Fardis and Biskinis [2003] and echoed in Haselton et al. [2016] to account for the unsymmetry in
the reinforcement:

θpl(non−symmetric) =



max

(
0.01, ρ

′fy
f ′c

)

max
(

0.01, ρfy
f ′c

)




0.225

θpl(symmetric) (1.18)

where ρ′ and ρ are the compression and tension reinforcement ratios in the section, respectively.
Equation (1.18) is used in this study to compute the plastic rotation capacity of all beam and column
sections.
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Maximum moment capacity Mc : this parameter represents the value of the moment at the
capping point. The maximum moment capacity is not estimated directly, but rather, the ratio of the
maximum to yield moment capacity Mc

My
is computed by the prediction equations. Haselton et al.

[2016] recommend the constant relationship:

Mc

My
= 1.13 (1.19)

It is noted that a different prediction equation for the maximum moment capacity ratio was pro-
posed in Haselton [2008]; however, the same authors later recommended the use of the constant
relationship, which seemed to produce satisfactory results. In this study, we found that using equa-
tion (1.19) provided reasonable estimates, whereas the relationship in Haselton [2008] tended to
overestimate the capacity occasionally.

Post-capping rotation capacity θpc : the post-capping rotation capacity is defined as the rotation
beyond the capping point until complete loss of the component moment-carrying capacity. This
parameter is estimated using the following equation [Haselton et al., 2016]:

θpc = 0.76 (0.031)v(0.02 + 40ρsh)
1.02 ≤ 0.10 (1.20)

It is noted that there is a large uncertainty in predicting the post-capping rotation capacity, due
to the sparsity of observational data in the post-peak region of the behavior of RC components.
Consequently, only 15 tests with clear post-capping behavior were available for calibrating the
post-capping rotation [Haselton et al., 2016]. Therefore, a large scatter is associated with this
prediction equation, and the upper bound of 0.10 is imposed as a practical limit, because of the
lack of data for components subjected to sufficiently large deformations.

Cyclic deterioration parameter λ : this parameter controls the rate of cyclic deterioration in the
model. The modified IMK model [Lignos and Krawinkler, 2010] permits the use of different cyclic
deterioration parameters to control the following forms of cyclic deterioration: 1) pre-capping
strength deterioration, 2) post-capping strength deterioration, 3) accelerated reloading stiffness
deterioration, and 4) the unloading stiffness deterioration. As suggested in Haselton [2008], the
pre- and post-capping strength deterioration is assumed to be the same (although this assumption
remains difficult to verify due to the lack of observations on cyclic strength deterioration in the
post-peak region). In addition, both modes of stiffness degradation are not considered. However,
this assumption does not eliminate the stiffness deterioration from the model entirely, because the
peak-oriented IMK model induces some stiffness deterioration by default. The preceding assump-
tions reduce the strength deterioration to a single parameter estimated using the following equation
([Haselton et al., 2016]):

λ = (30) (0.3)v (1.21)

The cyclic energy dissipation capacity is then determined as Et = λMyθpl. Another alternative
approach to determining the cyclic energy dissipation capacity uses the yield rotation capacity,
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instead of the plastic rotation capacity: Et = γMyθy, and the parameter γ, which is equivalent to
the parameter λ, is determined using the following equation:

γ = (170.7) (0.27)v(0.10)
s
d (1.22)

where d is the section depth. It is unclear which approach should be used to determine the cyclic
energy dissipation capacity. Haselton et al. [2016] stated that using γ and the yield rotation capacity
seems to have less prediction uncertainty; however, the use of λ and the plastic rotation capacity
was preferred, because the dissipation capacity is expected to be correlated with the associated
plastic rotation capacity (rather than the yield capacity). In this study, both approaches were used
and their estimates were compared to experimental test results. The parameter λ seemed to provide
more reasonable estimates of the member response to laboratory-controlled cyclic loading.

Rate of strength deterioration c : each deterioration mode is associated with an exponent term
c, which describes the rate of change of the deterioration with accumulation of damage. As sug-
gested in Haselton [2008], the four rate parameters are consolidated into one parameter c, and
that parameter is assumed to be equal to 1, in order to reduce the complexity of the calibration
procedure.

1.4 Description of the component analysis model
An Opensees tcl-based analysis code for RC cantilever columns was created to benchmark the
performance of the previously detailed calibration process against available test data. A MATLAB-
based [MATLAB, 2020] driver program was created to perform the following tasks:

• Read the component geometric and material properties from an Excel sheet; including the
member and section dimensions, concrete and steel material properties, longitudinal and
transverse reinforcement ratios, and the axial load on the member.

• Use the component properties and the prediction equations described in the previous section
to determine the moment-rotation constitutive relationship for the member, including the
backbone curve and the cyclic deterioration parameters.

• Write the member properties and analysis parameters to the Tcl-based simulation file, call
Opensees to run a static pushover analysis and a quasi-static cyclic loading analysis, and plot
the load-deformation response history for each run.

A flowchart of the MATLAB-based analysis program is shown in figure 1.4.
The lumped-plasticity component analysis model for a RC member in the Opensees environ-

ment consists of the following two components:

• An elastic beam element: in Opensees, this element is known as elasticBeamColumn, and
requires the definition of the member cross sectional area, elastic modulus and second mo-
ment of area, in addition to a geometric transformation type (Linear, PDelta or Corotational).
Note that the entire member consists of one elastic finite element.
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Figure 1.4: Flowchart of the MATLAB-based script driving the analysis of RC components using
the Lumped Plasticity modeling approach.

• A rotational spring model: this model consists of a zero-length element connecting the bot-
tom node of the beam/column member and a secondary coincident node (the fixed base
node, in this case). This element is assigned a constitutive model in one direction only: ro-
tation about the z-axis. The assigned constitutive model is the peak-oriented Ibarra-Medina-
Krawinkler model ModIMKPeakOriented. Although the prediction equations described in
the previous section are targeted towards predicting the parameters of the IMK model, some
parameter adjustments are required, as outlined next.

Beam element parameters

Based on the stiffness scaling described in section 1.2, the moment of inertia of the beam element
is modified to enforce the stiffness scaling as follows:

Iele =
n+ 1

n
Imem (1.23)

where Imem is the moment of inertia based on the structural member properties, and n = 10 in this
model. The elastic modulus of concrete is used to approximate the elastic modulus of the element.

Spring IMK model parameters

Several of the member parameters described in the previous sections require additional adjustments
to yield the appropriate input parameters for the structural analysis in Opensees. The necessary
additional computations conducted in this study, if any, are outlined in the following paragraphs:
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• The elastic stiffness of the spring is computed using equation (1.4) based on the elastic
stiffness of the member (or the element). For the case of a cantilever member (refer to
Appendix A), the elastic stiffness of the spring can be computed as:

Ke−spr = (n+ 1)Ke−mem = (n+ 1)
3EImem

L
(1.24)

or
Ke−spr = nKe−ele = n

3EIele
L

(1.25)

• The yield rotational capacity is computed as:

θy =
My

Ke−mem
(1.26)

• The strain-hardening ratio of the spring is computed as follows:

αspr =
αmem

1 + n (1− αmem)
(1.27)

where αmem is the strain hardening ratio of the member, and is computed as:

αmem =
Ks−mem

Ke−mem
(1.28)

and Ks−mem can be computed based on the parameters determined previously as:

Ks−mem =
θy
θp

(
Mc

My

− 1

)
Ke−mem (1.29)

• The cyclic degradation parameter for basic strength deterioration, denoted as λS , required for
the IMK model in Opensees is computed based on either of the cyclic degradation parameters
in equation (1.21) or (1.22). For a cyclic degradation parameter based on the plastic rotation
capacity, λS is computed as:

λS = λθp (1.30)

For a cyclic degradation parameter based on the yield rotation capacity, λS can be computed
as:

λS = γθy (1.31)
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In this study, equation (1.30) is used to compute the basic strength cyclic deterioration pa-
rameter λS . The cyclic energy dissipation capacity is internally computed in Opensees as:

Et = λSMy (1.32)

• The cyclic degradation parameter for post-capping strength deterioration λC is assumed to
be equal to λS . There are not enough experimental test data in the post-capping region to
support the calibration of a different prediction equation for this type of cyclic degradation.
As mentioned previously, other types of cyclic degradation (relating to the stiffness deterio-
ration) are disabled in this study by setting the corresponding parameters λA and λK equal
to zero.

• All cyclic deterioration exponent rate parameters are set equal to 1.0.

• The yield moment capacity, plastic rotation capacity, post-capping rotation capacity of the
spring are the same as those predicted for the member in previous sections. The ultimate
rotation capacity is the value of the rotation beyond which all the moment resisting capacity
of the spring is lost. This value is assumed to be larger than (or equal to) the sum of the
yield, plastic and post-capping rotation capacities, in order to avoid numerical convergence
issues.

• A residual moment capacity between 1% and 10% is assumed in the simulation models
(before reaching the ultimate rotation capacity), and symmetric response is assumed for both
positive and negative loading directions (the parameter D in Opensees is set equal to 1.0).
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Chapter 2

Reinforced Concrete Moment Frame
System Modeling

This chapter describes the computational infrastructure which was created to generate the struc-
tural simulation models of RC moment frames, and integrated into a regional-scale workflow for
expedient simulation of large numbers of buildings subjected to earthquake ground motions.

2.1 Overview of the computational framework
The computational framework was created using both MATLAB-based and tcl-based scripts which
generate the structural model, perform the analysis by calling Opensees within MATLAB, and
post-process the analysis output files. The framework, which is described schematically in figure
2.1, consists of the following components:

• A MATLAB-based main driver program which calls the necessary scripts to create the build-
ing model, run the analysis and post-process the analysis output data.

• A skeletal tcl-based RC moment frame template script which describes a “building skeleton”
that can be customized to generate moment frames of any height, number of floors and bays,
and member geometric and material properties.

• The Structural Model Generator (SMG), which is a MATLAB-based program that takes in
the building and member information, and generates tcl-based input files which supply the
structure’s geometric, material and loading parameters to the skeletal template script.

• Multiple tcl-based analysis scripts, which are called depending on the specified type of anal-
ysis (pushover, cyclic, free vibration and nonlinear time history) to apply the loading and
perform the analysis on the structural model, in addition to scripts which drive multiple
runs for nonlinear time history simulations using multiple earthquake ground acceleration
records.
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Figure 2.1: Computational workflow for the analysis of RC buildings.

The scripts used in the analysis are available at https://github.com/mmkenawy/Regional_
RC_Simulations (last accessed in December, 2020).

2.2 Description of the RC moment frame simulation models

2.2.1 The Structural Model Generator tool
The main analysis script of the RC moment frame is a skeletal piece of code that parametrically
generates information for each building story in a loop that depends on a set of initial data that
dictates the number of stories/bays and other story information. To generate the necessary input
data for this script, a MATLAB-based program, SMG, was created. The script takes as input the
following:

• Frame design parameters: the script has the ability to accommodate a different first story
height, but has otherwise uniform story heights and bay widths. A sample of the building
information input sheet is presented in figure 2.2. In addition to the standard geometric
building information, the input must include the following information:

– Whether IMK model prediction equations should be used or not. If the prediction
equations are not used, the input is expected to be the IMK model parameters required
by the Opensees analysis model.

– Whether or not an additional P-Delta column is to be added to the model (if the frame
supports other gravity frames, for example).

– The column and beam section assignments, which specifies the floors at which the
column/beam section properties change.

29

https://github.com/mmkenawy/Regional_RC_Simulations
https://github.com/mmkenawy/Regional_RC_Simulations


Number of stories Nstory 6
Number of bays Nbay 5
Height of the first floor column Hcol1 240
height of the typical column Hcol2 156
bay width Lbeam 288
thickness of the slab tslab 8
whether or not the building uses IMK calibration useIMKCalibration 1
Add a Pdelta column with additional load? PDeltaCol 0
floors at which column section assignment begins colassign 1,2,3,6
floors at which beam section assignment begins beamassign 1,2,3,6
Liver load per area (from ASCE 7) LL per area 0.0004525
Density of Reinforced Concrete Weight per unit volumne 8.68E‐05
Gravitational acceleration g 386.2
Units (1 for N,mm and 2 for Kips, in) units 2

Figure 2.2: Sample input of a moment frame building information for the SMG program.

– The live load per unit area of the building, which can be determined based on the
occupancy category as specified in ASCE 7-16.

– The density of the reinforced concrete material, and gravitational acceleration in the
units consistent with the other input parameters, in addition to a units specification
parameter (1 for N, mm units, and 2 for kips, in units).

• Beam and column section design information including section dimensions, and longitu-
dinal and transverse reinforcement. A sample input sheet for a column member is shown in
figure 2.3.

The SMG then performs the following tasks:

• Reads and enforces the input geometric information and section assignments.

• Computes the member loads on all beams and columns.

• Computes the lumped plasticity model parameters of all beam-column elements and nonlin-
ear hinges using the IMK model prediction equations described in the previous chapter.

• Writes the computed building and member geometric, constitutive and loading parameters
into tcl-based files, which act as input into the building skeletal script.

Figure 2.4 shows a high-level flowchart of SMG, which also corresponds to the names of the
functions that are executed when SMG is called within the analysis. The SMG program scripts
are available at https://github.com/mmkenawy/Regional_RC_Simulations. It is
noted that the program allows for either of the following options:

30

https://github.com/mmkenawy/Regional_RC_Simulations


Strength of unconfined concrete f_c 4
unconfined concrete strain at maximum stress e_co 0.003
unconfined concrete strain at zero e_zero_ucc 0.01
yield stress of longitudinal steel fyl 66.8
hardening ratio of longitudinal steel bst_tangent 0.01
elastic modulus of steel Est 29000
yield stress of transverse steel fyh 66.8
width of column section b 30
depth of column section h 30
clear cover ccover 1.295
transverse steel bar diameter phi_t 0.5
number of shear legs of transverse steel legs 4
spacing of transverse steel s 5
longitudinal steel bar diameter phi_l 1.41
longitudinal steel volumetric ratio rho_l 0.0379
number of longitudinal steel bars per dimension nx 6
total number of longitudinal steel bars ntotal 20
column length L 240
configuration of transverse reinforcement config 1

Figure 2.3: Sample input of the properties of a structural member for the SMG program.
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Figure 2.4: Flowchart for the Structural Model Generator program.
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Elastic modulus of member E_ele 29000
Cross‐sectional area of the member A_ele 38.5
Moment of inertia of the member I_mem 4020
Yield moment capacity My 20350
Ratio between maximum moment and yield moment McMy 1.05
Cyclic strength degradation LS 1000
post‐peak cyclic strength degradation LC 1000
plastic rotation capacity theta_pl 0.025
post‐capping rotation capacity theta_pc 0.3
Residual moment capacity Res 0.4
ultimate rotation capacity theta_u 0.4

Figure 2.5: Sample input for lumped-plasticity parameters of a structural member for the SMG
program.

• Option 1: Use IMK prediction equations described in the previous chapter. In this case,
the member input sheets take the form shown in figure 2.3. This option corresponds to
useIMKCalibration = 1 in the building input sheet.

• Option 2: Skip using the prediction equations, and input the computed IMK model param-
eters directly. In this case, the member input sheets take the form in figure 2.5. This option
corresponds to useIMKCalibration = 0 in the building input sheet.

2.2.2 Moment frame model properties
The generated moment frames are two-dimensional structural models with equal-width bays and
equal-height floors, except for the first floor which can have a different height. The following are
some of the important aspects of the RC moment frames created using the SMG:

Beam and column nonlinear springs

At every beam-column intersection node, and at the base of the column members, additional nodes
are defined for creating the nonlinear springs. The rotational spring is created by defining a zero-
length element connecting the two coincident nodes. Rotation about the z-axis is the only assigned
DOF to the zero-length element, and the IMK material model discussed in the previous chapter is
the constitutive model assigned to this rotational DOF.

Boundary conditions

The generated frames are assumed to have a fixed-base condition, therefore neglecting the rota-
tional flexibility of the footings, and potential soil-structure interaction effects. In future iterations,
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it is planned to incorporate the effects of the rotational flexibility of grade beams and the soil be-
neath the structure by adding rotational springs at the base of the first floor column members. In
addition, a rigid diaphragm assumption is enforced by creating an equal-DOF constraint on the
nodes of each individual level of the frame.

Gravity loading

It is initially assumed that the frame supports only its own weight and tributary load for the pur-
poses of both gravity and seismic loading analyses. This assumption implies that the frame is part
of a building in which the lateral loads are resisted by all frames. The gravity load on the frame
is computed based on the input slab thickness, density of reinforced concrete, member section di-
mensions, building geometry and specified live load per ASCE 7-16. These loads are applied as
distributed loads to all beam and column members in the model. In addition, the SMG has the
capability to add a ‘P-Delta column’ to the model to incorporate additional loads supported by
the modeled frame for the purpose of seismic loading. This feature can be added by turning the
P-Delta column switch on, thereby assuming that the modeled lateral load-resisting frame supports
other gravity frames.

2.3 Regional simulation framework
The structural analysis infrastructure presented in the previous sections was integrated into a
regional-scale simulations framework. The overarching framework loops over a number of ground
motion acceleration records and applies them to a given 2D structural frame model, either sequen-
tially (on a single computer) or in parallel (on a parallel computing machine). The workflows
described in this chapter enable running thousands of nonlinear time history simulations in parallel
using the National Energy Research Scientific Computing Center (NERSC) CORI machine.

The logic of the workflow described in this section is shown in figure 2.6. For performing
simulations on a local single-memory computer, a MATLAB based interface is used for handling
the user-input and post-processing operations, and the simulations are conducted via the Opensees
command line. The following tasks are performed within the framework:

• Convert the ground motion acceleration time history files to be read by the structural models.
It is noted that the ground motion records in this study are synthetic records which have
been generated as output of the software SW4 (Seismic Waves, fourth order) [Sjögreen and
Petersson, 2012] by Arben Pitarka (Lawrence Livermore National Laboratory (LLNL)) using
three-dimensional high resolution simulations of fault rupture scenarios.

• Process the user input for the analysis, which consists of the building name (among the
available library of RC buildings), the ground motion set (among the available ground mo-
tion simulations sets) and the ground motion acceleration component of choice (either fault-
normal or fault-parallel).
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Figure 2.6: Workflow for running a large number of nonlinear time history simulations.
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• Generate the structural model based on the supplied building data, loop over the ground
motion records, apply each record as a time-series excitation to the Opensees building model,
and generate output information consisting primarily of interstory drifts.

• Run a post-processing program which extracts the maximum drifts from the output files, and
creates several types of plots to facilitate viewing and analyzing the data.

The post-processing script for the multiple-analysis framework focuses on comparing the re-
sponse of a certain structure to different ground motions, with the purpose of developing insight on
the variability of structural risk over a particular region. The structural response quantities of inter-
est in this case are the total building drift ratios and the interstory drift ratios. The post-processing
program is used to produce a variety of plots for each simulation set, including 2D map representa-
tions of interstory drifts over a region, variation of the drifts along the parallel or normal distance to
the fault, and correlation plots between structural demands and ground motion intensity measures.

To run thousands of simulations in a reasonable time period, the preceding workflow was
adapted to execute on parallel-memory computers. The CORI machine at NERSC was utilized
to run structural simulations in parallel on a large number of computer nodes. To enable effi-
cient creation and submission of computing jobs on CORI, Python [Van Rossum and Drake Jr,
1995] and shell scripts were created to automate the generation the simulation models, and initi-
ation of the simulations remotely. The Task Farmer capability on CORI was utilized to distribute
the simulations over thousands of CPU cores. The components of this workflow, and detailed in-
structions on its usage are available at https://github.com/mmkenawy/Regional_RC_
Simulations (last accessed in December, 2020).
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Chapter 3

Verification of the Reinforced Concrete
Building Analysis Framework

The components of the RC building analysis workflow were subjected to an incremental verifica-
tion process. The major components of the verification study are summarized in figure 3.1, and
the following subsections discuss some of the verification problems and their results. The study
consists of the following components:

1. Verification of the IMK model prediction equations [Haselton et al., 2016], which predict the
parameters of the modified Ibarra-Medina-Krawinkler peak-oriented deterioration model for
RC structural components.

2. Verification of the lumped plasticity component analysis model, with focus on assessing the
ability of the LP models to reproduce the response of RC columns to quasi-static cyclic
loading, by comparing the simulated response against available experimental test data (it is
worth noting that the available test data is a subset of the database used to calibrate the model
by Haselton et al. [2016]; therefore, the comparison in this study does not serve to generate
any additional validation of the model, but merely verifies that the model implementation
is correct). In addition, the predictions of the LP component models are compared with the
predictions of distributed plasticity models, and conclusions are drawn regarding the perfor-
mance of each type of modeling approach. The results of these comparisons are summarized
in section 3.1 of this chapter.

3. Verification of the RC moment frame analysis scripts, with focus on testing the performance
of the analysis program created for simulating the response of RC moment frames to different
types of loading. In this part of the study, the parametric SMG program was used to simu-
late different RC moment frame buildings (a two-story, a six-story and a ten-story frame),
and perform different types of analyses on each building model (static pushover, eigenvalue
analysis, dynamic free vibration, dynamic pushover analysis and dynamic nonlinear time
history analysis). The output of all analyses was compared against theoretical calculations
in some of the simpler analysis cases, or against the output of independently-created simula-
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• Verify equation input and output parameters 
against the IMK model calibration study 
database (Haselton et al. 2016).

• Verify transformation of hinge and element 
stiffness properties against theoretical 
calculations

• Compare predictions against RC column 
experimental testing database.

• Verify building loads, vibration properties and
gravity analysis results against theoretical
calculations.

• Compare linear and nonlinear behavior (for
static and dynamic analyses) against available
library of lumped plasticity models (OpenSees
examples manual).

• Compare linear and nonlinear behavior (for
static and dynamic analyses) against available
distributed plasticity models (OpenSees
examples manual + independently-created
models in the literature).
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Figure 3.1: Description of the verification study conducted on the RC lumped plasticity analysis
framework.

tion models that are available in the OpenSees examples manual or in the literature. Sample
results of these comparisons are presented in sections 3.2 through 3.4 of this chapter.

3.1 Reinforced Concrete lumped-plasticity component model
verification

3.1.1 Comparison against experimental test data
The performance of the IMK parameter-prediction equations and analysis scripts described in the
previous chapters was assessed against a database of experimental observations; this database in-
cludes 24 RC columns that were tested in the laboratory under constant axial load and reversed
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quasi-static cyclic loading. The columns from the experimental database are shown in table 3.1,
which lists the relevant geometric and loading parameters of each specimen. The predicted re-
sponse (by the equations) of a representative sample of the column specimens is overlaid on the
observed specimen response in figures 3.2 through 3.15. The primary observation for all speci-
mens is that the prediction equations tend to perform reasonably well, and produce satisfactory
agreement with the experimental data if the component does not experience significant strength
loss (in-cycle degradation or cycle-to-cycle degradation). In cases where significant degradation is
present, the simulation model tends to produce poor predictions of the load-deformation response
in the later stages of the inelastic component behavior.

Table 3.1: Properties of the benchmark column specimens

Specimen # Reference Length Section Axial Load Unconfined Transverse Longitudinal Bond-Slip
Depth Ratio Concrete Strength Reinf. Ratio Reinf. Ratio Parameter

L d η = P
fcAg

fc ρt ρl asl
(mm) (mm) (MPa)

1 Ang et al. [1981], No. 3 1600 400 0.38 23.6 0.028 0.015 0
2 Ang et al. [1981], No. 4 1600 400 0.21 25.0 0.022 0.015 0
3 Atalay and Penzien [1975], No. 11 1676 305 0.28 31.0 0.015 0.016 0
4 Atalay and Penzien [1975], No. 10 1676 305 0.27 32.4 0.009 0.016 0
5 Atalay and Penzien [1975], No. 6S1 1676 305 0.18 31.8 0.009 0.016 0
6 Gill et al. [1979], No. 1 1200 550 0.26 23.1 0.015 0.018 0
7 Gill et al. [1979], No. 3 1200 550 0.42 21.4 0.018 0.018 0
8 Kanda et al. [1988], 85STC-1 750 250 0.11 27.9 0.011 0.016 1
9 Kono and Watanabe [2000], D1N60 625 242 0.66 37.6 0.015 0.024 1
10 Kono and Watanabe [2000], D1N30 625 242 0.33 37.6 0.015 0.024 1
11 Saatcioglu and Grira [1999], BG-1 1645 350 0.43 34.0 0.010 0.020 1
12 Saatcioglu and Grira [1999], BG-2 1645 350 0.43 34.0 0.020 0.020 1
13 Saatcioglu and Grira [1999], BG-3 1645 350 0.20 34.0 0.020 0.020 1
14 Saatcioglu and Grira [1999], BG-4 1645 350 0.46 34.0 0.013 0.029 1
15 Saatcioglu and Grira [1999], BG-8 1645 350 0.23 34.0 0.013 0.029 1
16 Soesianawati et al. [1986], No. 1 1600 400 0.10 46.5 0.009 0.015 0
17 Soesianawati et al. [1986], No. 2 1600 400 0.30 44.0 0.012 0.015 0
18 Soesianawati et al. [1986], No. 3 1600 400 0.30 44.0 0.008 0.015 0
19 Soesianawati et al. [1986], No. 4 1600 400 0.30 40.0 0.006 0.015 0
20 Tanaka and Park [1990], No. 1 1600 400 0.20 25.6 0.026 0.016 0
21 Tanaka and Park [1990], No. 7 1650 550 0.30 32.1 0.021 0.013 1
22 Watson and Park [1989], No. 5 1600 400 0.50 41.0 0.014 0.015 0
23 Watson and Park [1989], No. 9 1600 400 0.70 40.0 0.048 0.015 0
24 Zahn et al. [1985], No. 7 1600 400 0.22 28.3 0.016 0.015 0

3.1.2 Comparison against distributed plasticity models
The ability of the calibrated IMK component models to capture the capacity of RC components
is compared against the distributed plasticity (DP) modeling approach. It is noted that, the com-
parison is only valid in the early stages of a nonlinear analysis, because the distributed plasticity
approach is susceptible to mesh sensitivity issues in the later stages, and is therefore not appropriate
for use as a reference.

An example of such a comparison is provided in figure 3.16a for a typical RC column, from
which the following observations can be made:
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Figure 3.2: Simulated and observed member response for specimen Ang et al. [1981], No. 3: a)
backbone monotonic response without P-Delta effects; b) backbone monotonic response with P-
Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static cyclic response
with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e) d) quasi-static
cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic degradation.
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Figure 3.3: Simulated and observed member response for specimen Atalay and Penzien [1975],
No. 10: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.4: Simulated and observed member response for specimen Kanda et al. [1988], 85STC-1:
a) backbone monotonic response without P-Delta effects; b) backbone monotonic response with P-
Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static cyclic response
with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e) d) quasi-static
cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic degradation.
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Figure 3.5: Simulated and observed member response for specimen Kono and Watanabe [2000],
D1N60: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.6: Simulated and observed member response for specimen Kono and Watanabe [2000],
D1N30: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.7: Simulated and observed member response for specimen Soesianawati et al. [1986],
No. 1: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.8: Simulated and observed member response for specimen Soesianawati et al. [1986],
No. 2: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.9: Simulated and observed member response for specimen Soesianawati et al. [1986],
No. 3: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.10: Simulated and observed member response for specimen Soesianawati et al. [1986],
No. 4: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.11: Simulated and observed member response for specimen Zahn et al. [1985], No. 7: a)
backbone monotonic response without P-Delta effects; b) backbone monotonic response with P-
Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static cyclic response
with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e) d) quasi-static
cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic degradation.
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Figure 3.12: Simulated and observed member response for specimen Watson and Park [1989],
No. 5: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.13: Simulated and observed member response for specimen Tanaka and Park [1990],
No. 1: a) backbone monotonic response without P-Delta effects; b) backbone monotonic re-
sponse with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static
cyclic response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e)
d) quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.14: Simulated and observed member response for specimen Saatcioglu and Grira [1999],
BG-2: a) backbone monotonic response without P-Delta effects; b) backbone monotonic response
with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static cyclic
response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e) d)
quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.15: Simulated and observed member response for specimen Saatcioglu and Grira [1999],
BG-3: a) backbone monotonic response without P-Delta effects; b) backbone monotonic response
with P-Delta effects; c) quasi-static cyclic response without P-Delta effects; d) quasi-static cyclic
response with P-Delta effects - using a plastic rotation capacity-based cyclic degradation; e) d)
quasi-static cyclic response with P-Delta effects - using a yield rotation capacity-based cyclic
degradation.
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Figure 3.16: Comparison between the lumped-plasticity (simulation) and distributed-plasticity
(Opensees example) approaches: A) pushover analysis of a RC column; b) pushover analysis
of a RC beam (with zero axial load); c) pushover analysis of a RC beam the initial gross flexural
stiffness EIg.

• The initial stiffness of the column as predicted by the LP model is significantly lower than
that predicted by the DP approach. This is an expected result because the LP calibration
equations predict a secant stiffness to the yield point of the component, which is limited
to being between 0.2 and 0.6 of the gross flexural rigidity of the section EIg, whereas the
utilized DP model employs EIg directly (it is noted that, for the purposes of design and
performance assessment, the flexural stiffness of the DP model should also be reduced in ac-
cordance with ACI 318 provisions). The lower initial stiffness predicted by the LP approach
is intended to also account for additional nonlinear deformation mechanisms such shear and
bond-slip deformations, which are not considered in the DP model.

• There is excellent agreement between the yield force predicted by both the LP and the DP
approaches. It is noted that, as recommended in Haselton et al. [2016], the expected material
properties are used to determine the section yield moment in the LP calibration process.

• There is a significant disagreement in the ductility capacity and softening response of the
component as predicted by both approaches. Again, this result is due to the presence of
spurious localization and mesh sensitivity issues in the DP approach. Experimental tests
would be an appropriate reference for comparison in this stage of the behavior, as opposed
to DP models.

Similar results are obtained for a beam component (with no axial load) in a pushover analysis.
However, the post-yield stiffness predicted by the LP model is consistent with that predicted by
the DP model, which is due to the absence of axial loads that may accelerate the component
deterioration. Figure 3.16b shows the lateral load-displacement response predicted by both the LP
and DP approaches for the beam member. In addition, figure 3.16c shows excellent agreement
between both approaches if the initial gross stiffness is used in the LP model, rather than the secant
yield stiffness.
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3.2 Eigenvalue analysis of moment frames

3.2.1 One-story frame
An eigenvalue analysis of a single-story portal frame with arbitrary mass and stiffness properties
was conducted using the created modeling framework. The fundamental period of the frame was
verified against the theoretically-determined fundamental period of a frame with a single lateral
degree of freedom (SDOF). The analytical calculation starts with the stiffness matrix of a portal
frame (see figure 3.17a) considering only one lateral transitional DOF (u) and two rotational DOFs
(θ1, θ2), which can be written as follows:

K =




24EIc
H3

6EIc
H2

6EIc
H2

6EIc
H2

4EIc
H

+ 4EIb
L

2EIb
L

6EIc
H2

2EIb
L

4EIc
H

+ 4EIb
L




(3.1)

where E is the elastic modulus of the frame material, Ic and Ib are the second moment of area of
the cross-sections of the column and beam, respectively, H is the story height, and L is the bay
width. Using static condensation, the rotational DOFs can be eliminated, and the lateral stiffness
of the SDOF frame becomes:

Kcond. =
12ρ+ 1

12ρ+ 4

24EIc
H3

(3.2)

where ρ is equal to:

ρ =
EIb/L

2EIc/H
(3.3)

Equation (3.2) was used to compute the lateral stiffness of the frame, and the frame natural

circular frequency and fundamental period were computed using the relations ω =
√

Kcond

m
and

T = 2π
ω

, respectively, where m is the mass of the frame, which was assumed to be lumped at the
beam level.

3.2.2 Two-story frame
The predicted first and second vibration mode periods of a two-story moment frame were compared
against the corresponding periods computed using an Opensees frame example script, and against
the analytical vibration periods of a simplified two-DOF frame with lumped masses. The model
geometry and material parameters are based on the Opensees example, which can be found on this
page: http://opensees.berkeley.edu/wiki/index.php/Pushover_Analysis_
of_2-Story_Moment_Frame.

To analytically determine the natural frequencies of a two-story frame, the frame is assumed
to have only two lateral translation DOFs (one at each floor level), and the mass of the frame is
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Figure 3.17: Moment frames used for the eigenvalue analysis: a) a fixed-based portal frame with
a single lateral translational, and two rotational DOFs; b) A fixed-base two-story frame with two
lateral translational DOFs.
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lumped at each beam level (m1,m2), as shown in figure 3.17, and the individual lateral stiffnesses
of each floor are k1 and k2. The frame may be represented by two springs with stiffnesses k1 and
k2 connected in series, where spring 1 is fixed at one end. The stiffness matrix of the assembly can
then expressed as:

k =



k1 + k2 −k2

−k2 k2


 (3.4)

where each of k1 and k2 can be computed using equation (3.2). The equation of motion of the
undamped system can be expressed as:



m1 0

0 m2





ü1

ü2


+



k1 + k2 −k2

−k2 k2





u1

u2


 =




0

0


 (3.5)

or

m ü(t) + k u(t) = 0 (3.6)

in which u(t) is assumed to take the form:

u(t) =



u1

u2


 =



uo1

uo2


 sinωnt (3.7)

where uo1 ans uo2 are constants. From equation 3.7, the characteristic equation of the eigenvalue
problem for the system can be derived:

∣∣k− ω2
nm
∣∣ = 0 (3.8)

and solved for natural frequencies ω1 and ω2. The predicted natural periods of the system by the
three approaches are shown in table 3.2.

Table 3.2: 1st and 2nd mode periods of a two-story frame predicted by several methods

Simulation T1(s) T2(s)
SMG program 0.826 0.212
Opensees example 0.826 0.223
Theoretical calculations 0.765 0.223

It is observed that the predicted periods by the SMG program are almost identical to those
predicted by the Opensees example, which verifies the ability of the SMG program to correctly
compute the mass and stiffness properties of the system. The analytically determined periods (with
simplifying assumptions regarding the DOFs and system masses) are very close to the predicted
periods by the simulation models, lending more confidence to the SMG program calculations.
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Figure 3.18: Pushover analysis results of a two-story steel moment frame example: (a) without a
P-Delta column; (b) with a P-Delta column.

3.3 Static pushover analysis of moment frames
The results of static nonlinear simulations of several moment frames were compared against the
results of available Opensees example models, and models created independently by other re-
searchers. The following subsections summarize some of the relevant verification problems and
results.

3.3.1 Two-story moment frame
Two-story moment frame - without P-Delta column

The reference structure was obtained through the Opensees examples manual at: http://opensees.
berkeley.edu/wiki/index.php/Pushover_Analysis_of_2-Story_Moment_Frame.
The structure is a two-story steel frame. The frame model was created using the SMG, and the re-
sults of a pushover analysis were compared against the corresponding results of the example. The
example script adopts the same lumped plasticity modeling approach. Therefore, the results of
both simulations were expected to be identical. The analysis excluded the additional P-Delta col-
umn (which was part of the original example) from both models. The normalized base shear vs.
the lateral displacement at the top of the frame are plotted for both models in figure 3.18a. The
plot shows that the pushover curves predicted by both models are identical.

Two-story moment frame - with P-Delta column

The same two-story frame was simulated using the SMG program, and adjusted to incorporate an
additional P-Delta column, which carries additional gravity loads. The normalized base shear vs.
the normalized lateral displacement at the top of the frame is plotted for both the SMG simulation
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and corresponding example in figure 3.18b. As expected, the predicted building base shear vs. drift
response is identical for both the SMG program and the reference example.

3.3.2 Six-story RC moment frame
In this set of simulations, the predictions of the lumped plasticity model created using the SMG
program were compared against the predictions of a distributed plasticity model of the same struc-
ture. The goal of this study was to examine the differences between both approaches in simulating
an RC moment frame system, and generally assess the performance of the LP model. The reference
simulation model is a six-story RC moment frame created independently by Sashi Kunnath (Uni-
versity of California, Davis) using a distributed plasticity approach; particularly, a fiber-discretized
force-based element formulation. Therefore, the comparisons in this section provide insight on the
predictions of the calibrated IMK deterioration model for the lumped-plasticity springs, and those
of the fiber-discretized model with uniaxial concrete and steel material properties. In each case, the
frame model was statically subjected to lateral displacements using a displacement-control scheme
up to a 10% drift ratio (or until convergence was not possible to achieve). figure 3.19a shows the
pushover load-displacement curve of the frame as predicted by both approaches. The following
observations can be made from this analysis:

• The simulation model created using the DP elements has a somewhat higher initial stiffness
than the lumped-plasticity-based model. This is to be expected because the LP model cali-
bration provides a secant stiffness that is between 20% and 60% of the initial gross stiffness.
This conclusion can be verified by conducting a LP model analysis with the initial gross
stiffness (instead of the secant stiffness). The initial stiffness of the structure from such an
analysis is almost identical to that of the DP model, as shown in figure 3.19b. However, the
post-yield stiffness is overestimated because this stiffness is computed as a fraction of the
initial stiffness.

• The post-peak region of response predicted by the lumped plasticity model exhibits signif-
icant strength deterioration. This behavior is in accordance with the calibration of the IMK
model with a post-peak negative stiffness of the member nonlinear springs to simulate such
degradation. On the other hand, no clear post-peak degradation is observed in the DP model.
This is due to the fact that DP models are incapable of capturing strength degradation effects
properly (typically modeled as constitutive softening). In the case of this moment frame,
inspection of fiber stress-strain histories at multiple locations across multiple cross sections
of beams and columns reveals the following:

– the concrete material appears to soften rather rapidly at the fiber locations of critical
sections (e.g., the base of the column), and neighboring sections start to experience un-
loading. This effect is a result of the spurious mesh sensitivity of the numerical solution
in the presence of constitutive softening. Such mesh sensitivity can be further scruti-
nized by changing the number of integration points (IPs) per element in the distributed
plasticity model. Figure 3.19c shows the results of a parametric mesh sensitivity study
with 2, 4 and 6 IPs per element.
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Figure 3.19: Pushover analysis predictions of a distributed-plasticity six-story RC moment frame
example: (a) with secant stiffness EIe of the LP model; (b) with initial gross stiffness EIg of the
LP model; (c) using multiple mesh sizes of the distributed plasticity model.
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– the response of the steel material (whose behavior is described by a kinematic harden-
ing behavior with no softening) seems to control the building response, particularly at
large drifts after the concrete material loses most of its load carrying capacity. There-
fore, no material degradation is captured at large drifts because the model does not
account for rebar degradation effects including buckling and fracture. The slight degra-
dation observed in the model, therefore, is mostly due to P-Delta effects.

3.3.3 Ten-story RC moment frame
The generic DP RC moment frame provided in the Opensees examples manual (http://opensees.
berkeley.edu/wiki/index.php/OpenSees_Example_6._generic_2D_Frame,_N-story_
N-bay,_Reinforced-Concrete_Section_%26_Steel_W-Section) was used as a
reference for comparison against a 10-story, 3-bay RC moment frame building simulated by the
SMG program using identical structural member properties. The static pushover analysis results
using both the LP model and DP Opensees example are shown in figure 3.20a and figure 3.20b,
in which the LP model employs the secant stiffness EIe and the stiffness calibrated at 40% of the
yield force EI40, respectively. These simulations were conducted with a linear transformation (P-
Delta effects are not included). Figure 3.20c shows a similar comparison of the predicted response
after including P-Delta effects. The following observations can be made based on the these plots:

• In the elastic range of response, there is a significant difference between the initial stiffness
predicted by both modeling approaches, because the LP model initial stiffness is limited
to 60% of the initial gross stiffness by design, as previously pointed out. The difference
between the LP and DP model initial stiffness is reduced when the EI40 stiffness is used in
the LP model (which can take a maximum value of 80% the gross stiffness).

• In the hardening range of response, the predictions of both the LP and the DP model agree
remarkably well in the simulations conducted without P-Delta effects. In the simulation
which uses a P-Delta transformation, there is a small difference in the predicted maximum
base shear between both models.

• In the post-capping range of response, as previously noted, there is a significant difference in
the predictions of the LP and DP models. This difference is by design, and mainly due to the
inability of the DP model to properly capture strength degradation effects in the model. This
issue makes it difficult to judge the performance of the LP model in the post-peak range. Ide-
ally, a comparison against experimental observations would provide more insight. However,
experimental observations of RC moment frame tests are rather sparse in the literature. Even
for single columns, observations in the post-capping range of behavior are just as sparse, and
the prediction equations for the LP component models are intended to provide a conservative
estimate in the post-capping range.
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Figure 3.20: Pushover analysis predictions by the LP model of a distributed-plasticity ten-story RC
moment frame example: (a) using the secant stiffness EIe and without PDelta effects; (b) using
the EI40 stiffness and without PDelta effects; (c) using the EI40 stiffness and with PDelta effects.
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Figure 3.21: Free vibration of a two story steel moment frame: (a) undamped - in the elastic range;
(b) damped - in the elastic range; (c) undamped - in the inelastic range; (d) damped - in the inelastic
range.

3.4 Dynamic analysis of RC moment frames
A series of dynamic simulations were conducted using the SMG program and compared against
available example problems. The results of these simulations are summarized in the following
subsections.

3.4.1 Free vibration of a two-story steel moment frame
Figure 3.21 shows the results of the SMG and reference example in a free vibration analysis of the
same two-story moment frame analyzed previously. A lateral force was initially applied statically
to the frame, then the static force was removed and the building was allowed to vibrate. A P-Delta
transformation was used for the model columns, and a 2% Rayleigh damping ratio was assigned
in a subset of the simulations.
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Figure 3.22: Free vibration of a two-story moment frame in the elastic range: (a) undamped drift
time history; (b) damped drift time history; (c) damping ratio in the undamped system; (d) damping
ratio in the damped system; (e) base shear vs. drift for the undamped system; (e) base shear vs.
drift for the damped system.
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Figure 3.23: Free vibration of a two-story moment frame in the inelastic range: (a) undamped
drift time history; (b) damped drift time history; (c) damping ratio in the undamped system; (d)
damping ratio in the damped system; (e) base shear vs. drift for the undamped system; (e) base
shear vs. drift for the damped system.
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The drift history predicted by the SMG program and the reference example is plotted in figure
3.21 for four different analysis cases: subplots a and c represent the response of an undamped
system after the building was initially pushed to 0.1% and 1% drift ratio before being allowed to
vibrate, respectively, whereas subplots b and d show the response of the damped system to the
same initial conditions. The plots reveal the following:

• Subplots a and b represent the response of the system in the elastic range of behavior. Sub-
plot a shows an undamped response, in which the amplitude of the free vibration primarily
remains constant, whereas subplot b shows the damped response in which the amplitude is
reduced exponentially at the assigned Rayleigh damping rate.

• Subplots c and d represent the response of the system in the inelastic range of behavior,
where additional energy dissipation occurs due to the hysteretic response of the material
model in the inelastic region. This leads to a reduction in the amplitude of the motion in the
undamped system, and accelerates this reduction in the damped system.

• The predictions of both the SMG program and the reference example are identical for all
analysis cases.

To further investigate the numerical damping in the SMG simulation model, additional simu-
lations of the same system (but with linear geometric transformation) were conducted for a much
longer time frame (70 seconds). The damping was calculated between each two cycles in the sys-
tem’s vibratory motion and plotted for the entire analysis history. The damping ratio was calculated
using the basic logarithmic decrement relationship:

ζ =
1

2πj
ln

ui
ui+j

(3.9)

where ζ is the damping ratio, ui is the amplitude of the displacement at cycle i, and ui+j is the
amplitude of the displacement at cycle i+ j. In addition, the system base shear was plotted against
the drift ratio, to provide insight on the degree of inelasticity in the system. These results are plotted
in figures 3.22 and 3.23 in the primarily elastic and inelastic ranges of behavior, respectively. The
results show a small amount of numerical damping in the undamped system pushed to 0.1% drift,
which indicates some inelasticity (figure 3.22c). The numerical damping value starts at 0.2%
damping ratio, and drops as the vibration continues. This numerical damping is also present in the
damped system in figure 3.22d along with the applied 2% Rayleigh damping.

For the inelastic system in figure 3.23, the damping is relatively high at the start of the analysis
(about 4% for the undamped system, and 5.8% for the damped system). Then, the damping ratio
drops to zero as the system dissipates all its energy through hysteretic behavior in the structural
components, which is evident in the reduction in the system base shear with each cycle in subplots
e and f of the same figure. It is finally noted that the damping ratio of the Rayleigh damped system
shows less oscillatory behavior as it drops throughout out the analysis (figure 3.23d) as opposed
to the numerical damping oscillations noted in the damping time history of the undamped system
(figure 3.23c).
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Figure 3.24: Building drift time history for a ten-story RC moment frame using the LP and DP
modeling approaches: (a) for an undamped system; (b) for a damped system.

3.4.2 Nonlinear time history analysis of a ten-story RC moment frame
Another set of simulations was performed to compare the ability of the LP models generated by the
SMG and the independently-created DP model to simulate the response of a 10-story RC moment
frame to an earthquake excitation. It is noted that the total time of the applied ground motion is 39
seconds, and the analysis is conducted for 50 seconds, thus allowing 11 seconds of free vibration.

The results of the first pair of simulations, which represent the undamped system, are shown in
figure 3.24a. The plot shows reasonable agreement between both approaches at the beginning of
the analysis (up to about 25 seconds). In the later phase of the response, there is a large difference
in the predicted drifts between both approaches. This difference is the result of the incorporated
strength degradation in the LP model, which leads to additional energy dissipation in the dynamic
analysis. Interestingly, a different trend is observed in the results of the second pair of simulations
in figure 3.24b, which overlay the predicted drift time history by each approach for a system with
2% Rayleigh damping with coefficients in the first and third vibration modes. Whereas the drift
time history is similar at the beginning of the analysis, the response of the DP model exhibits higher
energy dissipation (and lower displacements) in the time window between 15 and 25 seconds. This
trend suggests that the common methods of applying the damping in both modeling approaches
may not produce equivalent results. In the DP model, the stiffness damping is applied to the tangent
stiffness; specifically, the committed stiffness from the previous analysis time step. Therefore, the
damping varies during the analysis. In the LP model, the stiffness damping is applied to the
column and beam elements, which remain elastic throughout the analysis; i.e., the damping ratio is
constant. Toward the end of the loading time history, both approaches exhibit similar free vibration
displacement amplitudes, which are quickly damped by the applied viscous damping model.

The following set of simulations were intended to examine the effect of the LP model stiffness
and damping on the dynamic response of the building. Figure 3.25 shows the drift time history
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Figure 3.25: Building drift time history of a ten-story RC moment frame (with damping) predicted
using the secant stiffness EIe, the initial gross stiffness EIg, and the secant stiffness EI40 of the
LP model.

predicted by a LP model which uses the secant stiffness EIe, the EI40 stiffness, and the initial
gross stiffness EIg. The results reveal much lower displacement amplitudes when the stiffness
EI40 or EIg is used. This reduction in the displacement amplitude is likely the result of both the
increased stiffness and stiffness-proportional damping in the model.

3.4.3 Nonlinear time history analysis of a six-story RC moment frame
Nonlinear time history simulations were performed on the six-story RC moment frame model
introduced previously, and compared against its DP counterpart. Figure 3.26 displays the drift
time history of both the LP and DP models with Rayleigh Damping in the first and sixth modes,
with the damping ratios ζ1 = 0.05 and ζ6 = 0.1. The utilized Rayleigh damping model included
both mass and stiffness proportional damping coefficients, and was applied in the manner described
in chapter 1.

Figure 3.26 demonstrates the surprising agreement between the results of the LP and DP mod-
eling approaches. This agreement suggests that only minor to no degradation effects are present in
the LP model. In other words, the structure remains within the hardening inelasticity region for the
entire analysis, leading to similar predictions by the LP and DP models. The same agreement is re-
tained when a different type of damping is used in the model, namely modal damping, in which the
damping matrix is defined as a superposition of modal damping matrices [Chopra and McKenna,
2016]. This agreement is demonstrated in figure 3.27a, which shows the results of both the DP and
LP model with 5% modal damping ratio. However, it is seen that the predicted response by the DP
model exhibits a substantially different response when the damping ratio for both models is 2%,
as shown in figure 3.27b. This result suggests a higher sensitivity of the DP model to the damping
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Figure 3.26: Building drift history of a six-story RC moment frame with Rayleigh damping using
5% and 10% damping in the first and sixth modes, respectively.

ratio, compared to the LP model.

Damping sensitivity of the lumped plasticity model

To further examine the sensitivity of the LP model to the type and magnitude of the damping, sev-
eral additional simulations were conducted and the following five damping cases were compared:

1. Rayleigh model with damping ratios of ζ1 = 0.05 in the first mode, and ζ6 = 0.1 in the sixth
mode.

2. Rayleigh model with damping in the first and sixth mode with equal damping ratios of ζ1 =
ζ6 = 0.02.

3. Rayleigh model with damping in the first and third mode with equal damping ratios of ζ1 =
ζ6 = 0.02..

4. Modal damping [Chopra and McKenna, 2016] in the first three modes: damping ratios in all
three modes of ζ = 0.02.

5. Modal damping [Chopra and McKenna, 2016] in the first three modes: damping ratios in all
three modes of ζ = 0.05.

The drift time history for each case is shown in figure 3.28. The results indicate that the
LP model is not highly sensitive to the damping ratios, and exhibits no sensitivity to the type of
damping.
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Figure 3.27: Building drift history of a six-story RC moment frame with: (a) 5% modal damping
ratio; (b) 2% modal damping ratio.
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Figure 3.28: Sensitivity of the lumped plasticity six-story RC moment frame model response to
the damping type and ratio.
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Figure 3.29: Building drift history of a six-story RC moment frame subjected to: (a) the unscaled
ground motion record; (b) the same ground motion record scaled by a factor of 1.5.

Effect of ground motion intensity

To examine the impact of strength degradation in the LP frame model on the predicted response,
another pair of simulations was conducted with a higher ground motion intensity. The previously
used ground motion record was scaled by a factor of 2.0. Simulations with 5% and 10% Rayleigh
Damping in the first and sixth modes, respectively, were repeated with the scaled ground motions,
and the drift time history was recorded. The results due to the scaled and unscaled intensity levels
are shown in figures 3.29a and b. Whereas the response of both the LP and DP models to a
low intensity ground motion is very similar, significant disagreement exists in the response to the
higher intensity ground motion. As described previously, the reason for this disagreement is the
difference between the LP and DP model behavior as the system deformations become significant.
In particular, the LP model experiences substantial strength degradation and energy dissipation
in the post-capping range of behavior, as opposed to the DP model which does not capture the
degradation effects properly.
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Chapter 4

Part I Summary and Conclusions

Part I of this report described the details of using the lumped plasticity (LP) modeling approach
to simulate the behavior of reinforced concrete (RC) moment frame systems of any number of
floors/bays using a MATLAB-based program, and the structural analysis platform Opensees. The
theory of the LP approach was discussed first, followed by a description of the numerical imple-
mentation of a set of prediction equations for determining the properties of RC structural compo-
nent models. These equations, developed by Haselton [2008] and refined in Haselton et al. [2016],
predict the member strength, ductility capacity and deterioration based on the member dimensions,
reinforcement and axial load. RC system models created using the LP approach consist of elastic
frame elements and nonlinear springs at the member ends; the constitutive relations of the springs
are intended to cumulatively represent all sources of material-related nonlinearities in the system.
Because of the design of the LP models, application of the damping effects in dynamic analyses
requires special approaches to avoid spurious forces and potential convergence issues. Several sen-
sitivity studies were conducted to assess the LP model’s sensitivity to the damping model type and
ratios.

A computational workflow was created for parametrically generating LP RC moment frame
models of any regular geometric configuration, and for running different types of static and dy-
namic simulations. An incremental verification study was conducted, in which the predictions
of the component and system models were compared against the results of available datasets and
models in the literature under static and dynamic loading conditions. The structural analysis mod-
els were then integrated into a regional simulation workflow, which enables running thousands of
nonlinear time history simulations on parallel-memory computing machines. In Part II of this re-
port, this workflow is used to examine the variability of structural risk to RC buildings over a large
spatial domain. The main conclusions of part I of this study are:

• The process of determining the parameters of each RC component based on the available pre-
diction equations, and generating a moment frame model with a given number of floors/bays
and member properties is fully automated using the Structural Model Generator Program
(SMG) developed in this study. This program significantly accelerates the generation and
calibration of structural simulation models for Opensees.
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• The prediction equations used in this study for determining the RC component model pa-
rameters perform reasonably well when compared to experimental test data in the early- to
mid-range of structural component behavior. In the later phases of the component response
to cyclic loading, however, the prediction equations tend to produce poor predictions of the
component strength degradation. This poor performance is primarily due to the sparsity of
experimental test data in the post-capping range of behavior. The prediction equations seem
to consistently predict conservative estimates of the member deterioration rate.

• The reasonable agreement between the predictions of the LP models created in this study and
existing distributed plasticity models (DP) in the literature in the pre-peak region increases
confidence in the LP modeling approach and the underlying prediction equations. The large
difference between both approaches in the post-peak region reaffirms the established de-
ficiencies in the ability of DP models to capture strength degradation. These deficiencies
result from the loss of ellipticity of the governing differential equations, which leads to
spurious localization of the softening deformations in the finite element solution, and mesh-
dependent global system response. Therefore, the DP model is not an appropriate reference
for comparison in the post-peak region. Several approaches have recently been developed to
“regularize” the performance of the DP models in the presence of softening [Kenawy et al.,
2020], and will be considered in future studies.

• The damping sensitivity analysis conducted in this study reveals that the adopted damping
approach yields LP simulation models that are not as sensitive to the damping ratio as DP
models. The primary reason for that is the constant stiffness-damping assigned to the elastic
elements of the model only. It is, however, noted that application of damping in the LP
models is somewhat cumbersome, and requires assigning certain damping components to
specific regions of the domain. In addition, it is far more susceptible to the presence of
spurious damping forces, than the DP modeling approach. These are all motivations for
moving toward the use of DP models in collapse assessment studies.

• Due to the sparsity of experimental test data on RC moment frame systems, the predicted
system performance, particularly in the post-peak region, is difficult to validate. At this
stage, even the predictions of the post-peak behavior of individual RC components primarily
represent conservative estimates. More experimental tests conducted to large deformations
are needed to validate the near-collapse performance of both RC components and systems.

• A multiple-simulations framework was developed for a single computer and is appropriate
for running a relatively small number of nonlinear time history simulations in a reasonable
time period (for example, a run with a hundred ground motion records would be completed
in a few hours). However, as the number of ground motion records (or regional domain size)
increases, using a parallel computing machine becomes necessary.

• The multiple-simulations framework developed for a parallel computing platform takes ad-
vantage of the computational infrastructure available through NERSC. The framework is
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capable of running thousands of nonlinear time history simulations in parallel on the CORI
machine in about the same time it takes to run a single simulation.

The effects of member joint deformations were not considered in this study. These effects will
be explored in future studies by enhancing the structural models to incorporate joint rigidity and
shear deformation effects. In addition, all structural frames were assumed to be fixed at the base,
and the foundation flexibility and potential soil-structure interaction effects were not modeled.
Future iterations of the structural models will include additional springs at the base of the columns
to indirectly account for the flexibility of the foundations and grade beams on the deformations of
the building frames.
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Part II

Variability of Seismic Risk to Reinforced
Concrete Buildings Based on Physics-Based

Earthquake Simulations
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Chapter 5

Introduction and Background

5.1 Characterizing seismic hazard and risk near active faults
Characterizing the complex variability of risk to engineered structures near active earthquake faults
is a challenging problem hindered by the sparsity of observed earthquake ground motion data in
the near-fault region. Ground motions near rupturing faults (within about 15 km) exhibit unique
characteristics that are different from shaking recorded at long distances. These near-fault ground
motions can contain large velocity pulses which result from propagation of the fault rupture front
at a speed close to the local shear wave velocity. When the rupture propagates toward a site in a
strike-slip faulting mechanism, the site may experience the release of all the seismic energy in one
large pulse at the beginning of the shaking, which can cause severe damage to structures. This
effect is known as forward directivity, and has been observed near rupturing faults as early as the
1966 Parkfield, CA earthquake [Housner and Trifunac, 1967], and the 1971 San Fernardo, CA
earthquake during which extensive damage to buildings was attributed to the poorly-understood
effects of pulse-like ground motions, particularly on flexible structures [Bertero et al., 1978]. The
strength and deformation demands imposed on structures located near earthquake faults began to
receive significant attention from engineers following the observed structural damage in the 1992
Landers, 1994 Northridge and 1995 Kobe earthquakes [Hall et al., 1995]. This research attention
was necessitated by the fact that code provisions were historically developed based on recorded
far-field ground motions, but progress was stymied by the limited number of available near-fault
records.

In response to the observations of large near-source motions and structural damage, building
code provisions began to recognize near-fault effects. The 1997 Uniform Building Code [ubc,
1997] contained a set of near-source amplification factors for standard design spectra for sites lo-
cated near active faults. These factors, however, were deemed inadequate in providing consistent
protection of structures, because they did not consider the unique physical response characteristics
of near-fault ground motions [Alavi and Krawinkler, 2004]. ASCE 7-16 [ASCE, 2017], one of the
key standards adopted for building design in the U.S., establishes more restrictive design criteria
for near-fault sites, and requires consideration of near-fault motion characteristics in selection and
scaling of ground motion records for nonlinear response history analysis. In most engineering ap-
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plications, selection of earthquake ground motions is performed with the aide of empirically-based
ground motion prediction equations (GMPEs) which predict selected ground motion intensity pa-
rameters as a function of earthquake magnitude, distance, faulting, and path and site parameters. To
account for forward directivity effects in engineering analysis, Somerville et al. [1997] and Abra-
hamson [2000] developed modification factors to GMPEs based on empirical analysis of available
near-fault data and characterization of fault-site geometry. Further refined near-field directivity
amplification models were developed by Somerville [2005] and Tothong et al. [2007], and incor-
porated into probabilistic seismic hazard analysis [Tothong et al., 2007, Shahi and Baker, 2011].
Because GMPEs are calibrated using observations of past earthquakes, they can be deficient in
predicting rare events (e.g., large magnitudes at short distances). Moreover, near-source ground
motion is known to be substantially affected by source parameters; for example, the hypocenter
location, rupture velocity, slip distribution over the fault, seismic wave propagation, coupling of
source radiation with geologic structure such as the amplification of waves by sedimentary basins.
These are aspects that are difficult to account for in empirical models. Therefore, GMPEs contain
large epistemic uncertainty, and do not capture the variability seen at short fault distances. Be-
cause the response of engineered structures in the near-fault region is influenced heavily by the
nature of the ground motion, these deficiencies are at odds with performance-based seismic de-
sign, which necessitates a detailed quantitative understanding of the response of structures to the
expected ground shaking.

In recent years, physics-based numerical simulation of earthquake ground motions has steadily
emerged as an alternative to the use of empirical ground motion equations. Physics-based simula-
tion methods of earthquake fault rupture date back to the 1970s and 1980s (see Douglas and Aochi
[2008] and Burks [2014] for comprehensive reviews of ground motion simulation approaches).
The use of simulated ground motions to analyze the response of structures to earthquake events
has been the subject of several studies [Bielak et al., 2003, Taborda and Bielak, 2011, Jayaram and
Shome, 2012, Burks et al., 2015, Marafi et al., 2019, Bijelić et al., 2019b]. As the confidence in us-
ing synthetic ground motions in engineering applications has increased, more studies have focused
on exploring the structural demands imposed by simulated near-fault ground motion during large
earthquakes and at short distances [Bijelić et al., 2019a]. The majority of studies in the literature
utilize a hybrid simulation approach combining deterministic simulation at low frequencies, and
a stochastic simulation approach at the higher frequencies. Validation studies have demonstrated
that the hybrid simulation approaches carry realistic features that are important for computing the
response of different types of structures [Galasso et al., 2013, Baker et al., 2014, Burks et al., 2015,
Bijelić et al., 2019b]. However, such approaches do not include the effects of wave propagation
in 3D earth models across a broad frequency band, and may misrepresent the spectral correla-
tion properties of ground motions at higher frequencies, which are important for structural risk
assessments [Bayless and Abrahamson, 2018, Rodgers et al., 2019a].

Three-dimensional deterministic ground motion simulations are an attractive methodology to
understand the site-specific variation of earthquake hazard because they can take into account
the fault geometry and the physics of wave propagation. These methods have evolved rapidly
in recent years due to advances in understanding of earthquake rupture processes, computational
model sophistication, and computing technologies. Deterministic simulations have the potential
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to provide a wealth of high resolution ground motion datasets; however, they require a substantial
computational effort to cover large regional domains with the discretization granularity required
to simulate frequencies of engineering interest. Such computationally intensive simulations are
becoming more feasible owing to the tremendous strides in high-performance computing (HPC)
tools in recent years. This study utilizes a fully deterministic broadband (0-5 Hz) physics-based
three-dimensional ground motion simulations to characterize the regional-scale variation of risk to
RC buildings subjected to shallow crustal earthquakes.

5.2 Response of structures to near-fault ground motions
As the number of available near-fault ground motion recordings increased, many researchers at-
tempted to study their effects on elastic and inelastic structures [Alavi and Krawinkler, 2000, 2004,
Chopra and Chintanapakdee, 2001, Iwan et al., 2000, Liao et al., 2001, Malhotra, 1999, Mavroeidis
et al., 2004]. Many studies employed idealized single-degree-of-freedom and multiple-degrees-
of-freedom oscillators with elastic or elastoplastic constitutive relationships to draw conclusions
about the unique characteristics of near-fault ground motions and the anticipated response of en-
gineered structures. Most studies focused on the following two response aspects: (1) correlation
between ground motion spectral parameters, and the strength and ductility demands on structures
of varying fundamental periods of vibration, and (2) the relationship between the first-mode period
of the structure, and the properties of velocity pulses in near-fault ground motions, particularly
the amplitude and duration of the pulse. In recent years, a few studies (e.g., Champion and Liel
[2012]) used more sophisticated structural models, and attempted to quantify extreme structural
limit states (e.g., the risk of structural collapse) at near-fault sites. Relevant findings from previous
studies may be summarized as follows:

• Structures located in the forward directivity path of a seismic event may be exposed to ground
motions containing large two-sided velocity pulses (known as pulse-like motions) which can
induce higher displacement and strength demands, as compared to ground motions that do
not contain velocity pulses (non-pulse motions), particularly for flexible buildings [Alavi and
Krawinkler, 2004, MacRae et al., 2001, Iwan et al., 2000, Malhotra, 1999]. In a strike-slip
earthquake, these velocity pulses are typically observed in the ground motion component
normal to the fault.

• The inelastic response of structures (including the probability of collapse) at near-fault sites
subjected to pulse-like motions is strongly influenced by the ratio of the period of the largest
ground motion velocity pulse Tp and the effective building period [Mavroeidis et al., 2004,
Alavi and Krawinkler, 2004]. In the case of ductile structures, this effective period is likely
an elongated first-mode period [Champion and Liel, 2012], because yielding of the structure
leads to increasing the effective vibration periods. If the pulse period coincides with higher
mode periods (which is likely for relatively flexible buildings), the analysis suggests that the
building may experience a traveling wave over the entire height leading to large demands
and early yielding in the upper stories [Alavi and Krawinkler, 2004]. On the other hand,
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for structures responding elastically, the highest demands in the near-fault region may be
experienced when the building first-mode period coincides with the period of the ground
motion pulse.

• After their importance for structural performance assessment was established, several meth-
ods have been proposed to characterize the waveforms and period of near-fault ground
motion pulses [NIST, 2011]; some rely upon qualitative manual classifications [Bray and
Rodriguez-Marek, 2004] whereas others establish quantitative and automated methodologies
to extract relatively large pulses, and classify the available set of ground motion recordings
as either pulse-like or nonpulse [Shahi and Baker, 2011, 2014]. It is believed that accurate
characterization of near-fault ground motion pulse characteristics will further advance our
understanding and quantification of the relationship between near-fault ground motions and
performance of structural systems.

• Analysis of the response spectra of pulse-like ground motions showed that they tend to have
larger ratios of peak ground velocity (PGV) to peak ground acceleration (PGA) compared to
non-pulse motions. This observation translates to wider acceleration-sensitive region in the
elastic response spectrum of pulse-like motions and higher spectral accelerations at longer
periods [Malhotra, 1999, Chopra and Chintanapakdee, 2001]. This change in the spectral
shape provided an explanation for the increased structural demands on flexible buildings,
because multiple modes of vibrations for such buildings may fall within the acceleration
sensitive region and be excited by near-fault motions.

• The pseudo spectral acceleration at the fundamental period of the structure SA(T1), a standard-
practice ground motion intensity measure, was deemed inappropriate for expressing the in-
tensity of near-fault ground motions [Luco and Cornell, 2007]. In addition to SA(T1) being
generally inefficient for long-period buildings because it does not reflect the contributions
of higher modes, these modes may become even more significant at near-fault sites. Luco
and Cornell [2007] showed that, for near-fault pulse-like ground motions with a pulse period
near the second-mode of the structure, SA(T1) can be particularly deficient. Studies have
also shown that the inelastic displacements due to near-fault ground motions can be sub-
stantially larger than elastic displacements [Chopra and Chintanapakdee, 2001, Alavi and
Krawinkler, 2004]. Therefore, ground motion intensity measures containing information
about inelasticity (e.g., inelastic spectral displacement) and/or higher-mode frequency con-
tent were proposed as suitable alternatives for both near-fault and far-field ground motions
[Tothong and Cornell, 2008].

• The peak ground velocity (PGV) was suggested as a potentially stable measure of the sever-
ity of a near-fault ground motion pulse [Alavi and Krawinkler, 2000, Malhotra, 1999].

Most of the preceding conclusions relied upon analysis of the available limited set of observed
near-fault ground motions, although some utilize simple mathematical models or equivalent ide-
alized pulses [Alavi and Krawinkler, 2004]. Because the response of structures at near-fault sites
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significantly depends on the nature of the ground motions, it remains difficult to quantify the site-
specific spatial variability of structural demands in the near-fault region, or the precise relation-
ships between the relevant geophysical parameters and structural performance using the avail-
able records. It is also noted that, with a few exceptions, most of the aforementioned studies on
recorded near-fault ground motions employed simplified structural models that are not capable of
capturing extreme structural limit states, which may be observed at near-fault sites. Recent studies
[Champion and Liel, 2012] suggest that using more realistic structural models that are capable of
capturing the deterioration of structural components may yield important findings on the expected
structural performance levels, and aid the integration of near-fault risk in performance-based de-
sign practices.

5.3 Study objectives
The study presented in part II of this report utilizes broadband physics-based three-dimensional
ground motion simulations to characterize the regional-scale variation of risk to low- and mid-rise
modern RC buildings subjected to shallow crustal earthquakes. The ground motion simulations
were generated as part of an application development under the U.S. Department of Energy Exas-
cale Computing Project [Johansen et al., 2017, Mccallen et al., 2020], and utilize HPC to span a
100 km x 40 km regional domain and resolve frequencies up to 5 Hz. The structural models of the
building frames are capable of simulating the expected nonlinear response, including strength and
stiffness degradation, of reinforced concrete frames up to collapse. The objectives of this study
are:

• to characterize the spatial variability of structural demands (e.g., maximum interstory drift
ratio) imposed on modern, ductile RC moment frame buildings using thousands of ground
motion stations over a regional computational domain, particularly at locations impacted by
strong forward directivity effects;

• to develop new insights into the relationships between geophysical parameters (fault rupture
characteristics and geological structure) and the structural response of RC buildings;

• to study the relationship between the imposed structural demands on RC buildings in the
forward directivity region and the frequency content of ground motions characterized by
large velocity pulses, particularly for long-period buildings which are expected to exhibit
higher sensitivity to the presence of strong pulses; and

• to interrogate the correlations between the simulated ground motion intensity measures (e.g.,
peak ground velocities) and induced structural demands at near-fault sites.

The following chapter describe the characteristics of the archetype reinforced concrete build-
ings designed for this study, in addition to the properties of the numerical structural models, ground
motions simulations and underlying fault rupture scenarios. The remainder of part II lays out the
results of thousands of nonlinear structural response history simulations, and reports important
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findings on the regional-scale spatial variability of structural risk, significance of forward directiv-
ity effects on buildings, and impact of geophysical characteristics on the structural demands near
the fault.
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Chapter 6

Archetype Reinforced Concrete Buildings
and Simulation Models

6.1 Characteristics of the RC buildings
Two archetype RC buildings were designed for seismic category E: a three-story building and a
twelve-story building. The building frames were designed as special moment resisting frames fol-
lowing the seismic provisions of ASCE 7-16 [ASCE, 2017] and the RC provisions in ACI 318-14
[aci, 2014]. The seismic design is based on the risk-targeted maps for a Berkeley, California site
with site class C, which was decided based on the shear wave velocity profile in the computational
domain: the average shear-wave velocity in the top 30 meters ranges between 380 m/s for basin
soils to 500 m/s for rock. The intensity of the ground motions simulated in this study are expected
to be representative of the ground shaking at that geographical location. The maximum considered
earthquake spectral response acceleration at short periods and at a period of one second, respec-
tively, are Ss = 2.154 and S1 = 0.83. These designs are representative of a high-hazard, near-fault
seismic region. Both buildings have square floor plans: 80 by 80 square feet for the 12-story build-
ing, and 96 by 96 square feet for the 3-story building. The buildings were designed to resist the
seismic forces using all interior and exterior frames in each orthogonal direction (which are identi-
cal in each direction), and both were designed using normal-strength concrete and steel materials.
The geometry, seismic response coefficient, and computed first-mode period for each building, are
listed in table 6.1.

The structural design process was semi-automated using Jupyter Notebooks [Kluyver et al.,
2016], which are web-based interactive computational environments capable of combining text,
figures and python-based script. The created Jupyter Notebooks do not conduct any structural
analysis directly or eliminate the role of engineering judgment. Instead, the design notebook rep-
resents a workflow for the structural design of a regular RC moment frame building, including
references to ASCE 7-16 tables and relevant sections, in addition to automated computations of
necessary parameters and checks; for example, computing and checking the base shear require-
ments, computing the vertical distribution of the equivalent lateral force method, computing the
structural member demand envelopes based on external analysis, and interactively designing and
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Table 6.1: Design properties of the RC buildings.

Building 12-story 3-story
Number of bays 4 4
Bay width (ft) 20 24
Typical story height (ft) 13 13
First floor story height (ft) 18 18
Beam dimensions (inch) 20 X 30 22 X 32
Column dimensions (inch) 30 X 30 28 X 28
Seismic base shear coefficient 0.0758 0.1435
First-mode period (s) 2.23 0.75

checking the adequacy of beam and column reinforcement. The workflow of the design notebook
is based in part on the design examples of the NEHRP 2015 Provisions [FEMA, 2016], and the
accompanying structural analysis for design purposes was performed using the software SAP2000
[CSI, 2003]. The design notebook is an interactive template that can be customized to design build-
ings of different geometric properties. A sample notebook created for the design of the 12-story
building is provided in appendix B.

6.2 Description of the Simulation Models
Two-dimensional structural simulation models of representative frames for the 3-story and 12-
story buildings were created using the structural analysis platform OpenSees [McKenna et al.,
2000]. The beams and columns were simulated using the lumped plasticity modeling approach,
which was described in part I of this report. Each structural member is modeled using a linear
elastic element connected in series with nonlinear springs at each end to cumulatively simulate the
nonlinear effects due to strength and stiffness degradation of concrete and steel, steel rebar buck-
ling and fracture, and bond slip between steel rebar and the surrounding concrete. The modified
IMK material model [Ibarra and Krawinkler, 2005] with peak-oriented hysteretic response is used
to represent the constitutive behavior of the nonlinear springs, which incorporates large member
deformations, strength and stiffness deterioration, and additional deterioration due to load cycling.
The key parameters of the IMK model were described in chapter 1 of this report.

The equations presented in Haselton et al. [2016] were used to relate the column design param-
eters (cross-sectional dimensions, reinforcement details, material properties, and axial load ratios)
to the IMK parameters (initial stiffness, plastic and post-capping deformation capacities, cyclic
deterioration parameters). Based on the Haselton equations, the plastic rotation capacities of the
RC members in this study ranged between 0.042 and 0.069 (measured in radians), and the post-
capping rotation capacity ranged between 0.082 to 0.1, where 0.1 is a conservative upper limit
imposed due to the lack of experimental test data in the post-capping region [Haselton, 2008]. The
cyclic deterioration parameter λ ranged from 21.7 to 30.0 (note that this parameter matches the
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definition of the λ parameter in Haselton et al. [2016]). A residual load carrying capacity of 10%
was assigned to all structural members to avoid convergence issues. The initial member stiffness
is assumed to be represented by the secant stiffness through 40% of the yield capacity, as defined
in Haselton [2008], and the hardening ratio Mc/My of all members was assumed to be 1.13, which
is the value recommended based on regression analysis of hundreds of RC column tests. The
lumped plasticity modeling approach was selected for this study because it is (1) computationally
efficient, making it appropriate for running thousands of simulations; and (2) capable of including
multiple nonlinear phenomena and simulating the nonlinear dynamic response of RC buildings
from damage initiation to the onset of sidesway collapse. In particular, this modeling approach
can rigorously represent the post-capping (negative stiffness) portion of the response of the RC
components, which is critical for characterizing the building performance and assessing extreme
limit states. Other novel nonlinear RC component models (e.g., nonlocal fiber-section models by
Kenawy et al. [2020]) will be considered in future studies.

In addition to simulating inelastic component behavior, geometric nonlinearity effects are con-
sidered in the model by using a corotational geometric transformation. All models were assumed
to have a fixed-base boundary condition; therefore, soil flexibility and potential soil structure in-
teraction effects are disregarded. Rayleigh damping corresponding to 5% of the critical damping
ratio is applied in the first and third modes of both building models. Both simulation models
were subjected to earthquake ground motion acceleration time series in a nonlinear time-history
analysis framework with a Newmark integration scheme, and the building maximum displacement
and all interstory drifts were recorded at each time step of the analysis. The dynamic analysis of
the buildings was conducted in a set of parallel simulations using the NERSC CORI machine at
Lawrence Berkeley National Laboratory (LBNL), and the computational workflow described in
the preceding chapters.

6.3 Description of the Earthquake Ground Motions
The ground motion acceleration time series employed in this study were generated by Arben
Pitarka (LLNL) using the finite difference code SW4 (Seismic Waves, fourth order) developed
at LLNL [Sjögreen and Petersson, 2012, Petersson and Sjögreen, 2015]. SW4 was developed for
simulation of seismic waves using 3D earth models on distributed-memory parallel computers, and
includes anelastic attenuation, mesh refinement capabilities and representation of ground surface
topography. This type of simulations can capture important site and path effects, such as focusing
and scattering of seismic waves and motion amplification by sedimentary basins. The simulated
earthquake scenarios in this study utilize HPC machines in LLNL and LBNL, and resolve the
ground motion frequency content up to 5 Hz.

The kinematic earthquake rupture modeling technique of Graves and Pitarka was used to sim-
ulate the fault rupture processes [Graves and Pitarka, 2016, Pitarka et al., 2019]. This technique
has been validated and tested in simulations of recorded earthquakes [Graves and Pitarka, 2018,
Pitarka et al., 2019]. A magnitude 7.0 strike-slip earthquake was simulated with a fault length of
62.6 km, and fault width of 16 km. The rupture velocity was set to 80% of the local shear wave
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Figure 6.1: Rupture models used in ground motion simulations of M7 scenario earthquakes on
a vertical strike-slip fault. The first row shows the slip distributions, the second row shows the
rise time, and third row shows the peak slip rate computed after low-pass filtering the source time
function at 4 Hz. The triplet of numbers at the upper right of each panel indicate the minimum,
average and maximum values of the parameter being displayed. Isochrones plotted on the slip
distribution indicate rupture front at 2 s time intervals: (a) rupture scenario A; (b) rupture scenario
B; (c) rupture scenario B (generated by Arben Pitarka, LLNL).

velocity, which is consistent with observed rupture velocity values found for shallow crustal earth-
quakes. The depth to the top of the fault was set to 0.2 km and the dip angle was 90 degrees. The
synthetic ground motions used in this study were computed using the kinematic rupture models
shown in figure 6.1, and referred to as scenarios A, B and C. These models are representative of
fault rupture of common shallow crustal earthquakes with a predominantly strike-slip mechanism.
The three selected rupture scenarios have different slip distribution characteristics, and are capable
of producing directivity effects with various strengths. Scenario A utilizes a fully stochastic distri-
bution of slip over the entire domain (and is referred to as the stochastic scenario), and scenarios
B and C contain distinct patches of large slip (250-500 cm) at different locations over the domain
as shown in figure 6.1b and c (and are referred to as the hybrid rupture scenarios). Based on ob-
servations from previous earthquakes, near-fault ground motions can be significantly influenced
by the slip distribution on the fault. Ruptures with localized areas of shallow large slip can result
in ground motions with increased amplitude for sites near these slip patches (e.g., the 2016 Ku-
mamoto, Japan earthquake) [Pitarka et al., 2019]. This very localized ground motion amplification
can result in a significant increase in the structural demands. The inclusion of rupture scenarios
with distinct large-slip patches is thus an important consideration in structural demand simulations.
Further details about the rupture model can be found in Graves and Pitarka [2016], and validations
of the generated ground motions are available in Pitarka et al. [2019], Rodgers et al. [2019b], and
Rodgers et al. [2019a].

The computational domain in this study spans 100 km by 40 km by 30 km, and incorporates
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Figure 6.2: (a) a plane view of the computational domain showing the earthquake fault, the lo-
cation of the epicenter, and relevant geologic features. Ground motion stations at the surface are
represented by black dots; (b) an elevation view showing the sedimentary basin soil.

three-dimensional geological features. The minimal grid spacing used in the simulations is 8 m.
The area north of the fault contains a shallow sedimentary basin (600 m deep), and that south of
the fault is rock soils, as shown in the map and elevation view plotted in figure 6.2. These con-
ditions allow for studying amplification effects in the near-fault area due to sedimentary basins.
The location of the epicenter is marked with a star in the same figure. The surface of the domain
contains 3,861 stations - spaced at one-kilometer intervals - at which three ground motion acceler-
ation history components are generated from each rupture scenario: a horizontal FN component,
a horizontal FP component, and a vertical component. Each two-dimensional building model is
assumed to be replicated at all 3,861 stations, and is subjected to the FN and FP horizontal com-
ponents separately. Three M7.0 scenarios were generated and the resulting ground motions were
applied to both buildings. A total of 46,332 nonlinear building response history simulations were
conducted for this study, including the FN and FP ground motion acceleration components of the
three scenarios applied to both the 3-story and 12-story buildings. Representative results from all
simulations are presented and discussed in the following chapters.
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Chapter 7

Characteristics of the Simulated
Earthquake Ground Motions

In this chapter, the spatial variation of the intensity of the ground motions generated in this study
is examined, and the limitations of commonly-used intensity measures (IMs) in predicting the
demands on flexible structures and/or structures with significant nonlinear behavior are discussed.
First, the ability of the earthquake simulations to represent the seismic hazard near earthquake
faults is demonstrated by comparing the characteristics of the simulated ground motions to the
available body of real near-fault earthquake records. Then, the relationship between structural
demands and ground motion IMs is studied for all the simulated rupture scenarios. The following
ground motion measures are considered:

• The pseudo spectral acceleration at the fundamental vibration period of the structure SA(T1),
which is one of the most commonly used measures, and is most correlated with structures
whose response is primarily elastic and dominated by first-mode response.

• The peak ground velocity of the ground motion record (PGV), which was seen to correlate
with structural response [Sehhati et al., 2011], particularly in the near-fault region where
large velocity pulses dominate the ground motion record and impose large structural de-
mands.

• A ductility-dependent ground motion intensity measure SAeff combining the effect of the
spectral acceleration at the fundamental period, and that of the ground motion spectral shape
using a measure of the spectral shape over a period range related to the structure’s ductility
[Marafi et al., 2016, 2019].

7.1 Spectral characteristics of the simulated and recorded ground
motions

Before describing the important aspects of the structural risk due to the simulated ground motions
in this study, it is instructive to examine the features of the acceleration response spectra of the
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different scenarios against the backdrop of recorded earthquake data. Such a comparison was
performed against two datasets of near-fault earthquake data:

• Dataset 1 is a group of recorded earthquake records obtained from a database compiled
by Baker et al. [2011], which includes ground motions with strong velocity pulses within
approximately a 10-kilometer closest distance. The dataset consists of only 38 records from
seven different earthquakes with moment magnitudes ranging between 6.53 and 7.62, with
an average of 7.11, and spans a wide range of Vs−30 with an average value 404 m/s. The
database was originally compiled to contain ground motions with strong velocity pulses, and
was rotated to FN and FP orientations. This dataset was deemed appropriate for comparison
against the 4,728 simulated ground motions within a 10-kilometer closest distance to the
fault which result from a magnitude 7.0 pure strike-slip rupture, and have an average Vs−30
of 436 m/s. Because of the availability of the FN and FP components, this dataset enables the
exploration of the differences between FN and FP components of the simulated and recorded
ground motions.

• Dataset 2 is a group of 41 near-fault records containing only motions generated by a strike-
slip earthquake mechanism, and within approximately 10 km closest distance to the causative
fault. This dataset was obtained from the PEER NGA West database and has similar char-
acteristics to dataset 1: an average magnitude of 7.0 (with magnitudes ranging between 6.53
and 7.9) and an average Vs−30 of 424 m/s. The two main differences are: (1) only strike-
slip earthquakes are included, and (2) no attention was paid to the pulse characteristics of
this set; therefore, it includes ground motions with and without strong velocity pulses. The
primary issue with this dataset is the inability to directly compare the characteristics of in-
dividual ground motion components, since the available records represent arbitrary sensor
orientations. This dataset is referred to as the near-fault strike-slip (NFSS) set.

It must be acknowledged that the comparison against both sets of observational data has several
limitations: (1) the small number of available data may not represent the full extent of the expected
variability of ground motions at short distances; (2) the recorded ground motions are from earth-
quakes in different regions, with varying magnitudes and site conditions, whereas the simulated
ground motions are generated by three scenarios with the same magnitude and site conditions; (3)
The records from dataset 1 are caused by a variety of rupture mechanisms and may be associated
with certain approximations in estimating the fault orientation; and (4) Other characteristics of
the rupture process that may cause significant differences between the simulated and the recorded
datasets are not considered in this study, including the depth to the top-of-rupture and the dip angle.
Nonetheless, the comparison against the available records benchmarks the ability of the simulated
motions to reasonably represent the characteristics of real ground motions over a broad range of
frequencies, contextualizes the findings of this study with respect to structural risk estimates, and
provides important insight to support the development of new rupture simulations.

Figure 7.1a through d show an orientation-independent measure of the maximum-direction
spectral acceleration of the ground motions, or rotD100 [Boore, 2010] overlaid on top of dataset 1.
Subplots a, b and c show the median response spectrum, in addition to the 2.5 and 97.5 percentile

87



(a) (b)

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded
Scenario B

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded
Scenario A

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded
All scenarios

(c)

(d) (e) (f)

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded - pulse
All scenarios - pulse

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded subset
All scenarios

0.5 1 5
Period T(s)

0.1

1

5

ro
tD

10
0

 S
A

 (
g)

Recorded - NFSS
All scenarios

Figure 7.1: Maximum direction orientation-independent median, 2.5 and 97.5 percentile accel-
eration response spectra of the several simulated and recorded ground motion datasets: (a) for
scenario A and recorded dataset 1; (b) for scenario B and recorded dataset 1; (c) for all simulated
scenarios and recorded dataset 1; (d) for pulse-like motions only in all simulated scenarios and
recorded dataset 1; (e) for all simulated scenarios and recorded dataset 1 subset without the ground
motions of the Chi-Chi, Taiwan earthquake; (d) for all simulated scenarios and recorded dataset 2.
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spectra for all the ground motions within a 10 kilometer closest distance to the fault in scenario
A, scenario B and all scenarios, respectively. The median and percentile spectra of the records
of scenario A (stochastic) agree reasonably well with the records of dataset 1 over a broad fre-
quency band. The simulated ground motions have, however, consistently higher median spectral
accelerations in the short period range (up to a period of about 1.7 seconds) than the real recorded
motions. Scenario A motions also have slightly lower median spectral accelerations in the mid
to long period range, meaning that this scenario would potentially underestimate the seismic risk
for long-period structures. The hybrid rupture scenarios (B and C), generally have higher spectral
accelerations over most periods than the stochastic scenario. This aspect improves the agreement
between the simulated and real ground motions in the long-period range, as seen in figure 7.1b
for scenario B. The median and 2.5 and 97.5 percentile spectra of all three scenarios exhibit better
agreement with the available records of dataset 1, particularly in the long-period range.

To examine the pulse characteristics of the ground motions simulated in this study, two au-
tomated and objective classification algorithms were employed [Baker, 2008, Shahi and Baker,
2014], the characteristics of which will be discussed in later sections. In all three rupture scenar-
ios, the algorithm classified about 20% of the simulated motions within a 10 km closest distance to
be pulse-like (although the actually number is likely higher and may depend on the characteristics
of the classification algorithm). Comparing the pulse-like motions from all scenarios against the
pulse type motions of dataset 1 (33 records out of 38) reinforces the finding that the simulated
ground motions have overall higher spectral intensity in the short-period range that may vary by
up to a factor of 2.0 (figure 7.1d). Close examination of the individual ground motion spectral
components reveals that most of the difference between the simulated and recorded motions is in
the FN component, and suggests that the simulated ground motions tend to have more short-period
pulses than the recorded motions. It is noteworthy that dataset 1 is dominated by 16 records from a
single earthquake: Chi-Chi, Taiwan, which has been studied in the literature and is believed to have
unusually low short-period spectral accelerations in the near-field [Somerville, 2003]. Comparison
of the simulated scenarios against a subset of dataset 1 which does not include the records from the
Chi-Chi earthquake (figure 7.1e) yields better agreement between the synthetic and real records
in the short-mid period range. Finally, the synthetic motions are seen to mostly lie within the 2.5
and 97.5 percentiles of the ground motions of dataset 2, as shown in figure 7.1f, despite have a
significantly higher median spectrum, particularly in the short-period range. It is also noted that
simulated ground motions generally have less dispersion than both datasets of recorded motions.
This is an expected result because of the uniformity of the site conditions, earthquake magnitude
and focal mechanism producing the synthetic motions. The results of the comparison against the
recorded datasets indicate that the structural demands predicted by the stochastic scenario would
provide reasonable estimates for short-period structures, and may underestimate the risk for long-
period structures. The rupture scenarios with localized slip regions may offer more appropriate
risk estimates for long-period structures, and somewhat conservative estimates for short-period
structures.

The results reported in this document focus primarily on the relative differences in the predicted
structural demands over the domain. However, preliminary interpretation of the structural risk in an
absolute sense necessitates an understanding of the relative intensity of the simulated ground mo-
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tions compared to the risk-targeted maximum considered earthquake (MCER) design spectrum for
the site selected in this study. Such a comparison is shown in figure 7.2 for the maximum-direction
response spectra of the simulated ground motions within a 10 kilometer closest distance to the
fault. The comparison demonstrates that the simulated scenarios generate relatively high intensity
ground motions at most periods than the MCER spectrum. However, the 84th percentile spectrum
of the simulated near-fault motions is in reasonable agreement with theMCER response spectrum,
which represents a bounded minimum of the probabilistic and 84th percentile deterministic MCE
ground motion intensities at the site. This agreement implies that the structural risk due to the
simulated ground motions within 10 km of the fault is commensurate with the risk associated with
the MCER spectrum at the selected building site, yet several locations at very short distances may
experience severe shaking intensity and structural demands. It is important to emphasize that the
same building design is replicated everywhere in the domain; therefore, the design characteristics
at each unique distance from the fault do not represent the expected code standards at that location.
The uniformity of the building design over the domain allows for studying the relative differences
in the structural demands due to the source, path and site effects.

1 2 3 4 5 6

Period T(s)

0

2

4

6

ro
tD

10
0

 S
A

 (
g)

Individual ground motion spectra
Median response spectrum
16th and 84th percentile spectra
MCE

R
 response spectrum

Figure 7.2: Maximum-direction orientation-independent acceleration response spectra of the sim-
ulated ground motions in all scenarios within a 10 km closet distance to the fault, along with
the risk-targeted Maximum Considered Earthquake response spectrum for the buildings based on
ASCE 7-16 ground motion parameter maps for 5% critical damping.

7.2 Correlation between structural demands and intensity mea-
sures of simulated and recorded ground motions

Comparing the response of structures to simulated ground motions against their response to real
records is an important step toward establishing the use of simulated earthquake ground motions in
engineering risk assessments. Such a comparison was conducted in this study using the available,
relatively small dataset of records: dataset 1 compiled by Baker et al. [2011]. This dataset was
selected because the ground motion FN and FP components are available; therefore, the FN and FP
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Figure 7.3: Correlation between the maximum interstory drift demands and spectral accelerations
at the first-mode period of the building for all three rupture scenarios and recorded dataset 1: (a)
for the 3-story building; (b) for the 12-story building; (c) for the 3-story building due to pulse-like
motions only; (d) for the 12-story building due to pulse-like motions only.
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Figure 7.4: Correlation between the maximum interstory drift demands and peak ground velocities
in all three rupture scenarios and recorded dataset 1: (a) for the 3-story building; (b) for the 12-
story building; (c) for the 3-story building due to pulse-like motions only; (d) for the 12-story
building due to pulse-like motions only.
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components of the simulated datasets can be directly compared to the components of the recorded
ground motions. Such consistency is particularly important at short distances because near-fault
ground motions are known to be polarized, with the FN component intensity usually much higher
than the FP component.

The maximum structural demands, in terms of the maximum interstory drift ratio (MIDR), on
the 3-story and 12-story buildings are plotted against common ground motion intensity measures
(SA(T1) and PGV) in figures 7.3 and 7.4, respectively, due to the FN component of simulated
and recorded ground motions approximately within a 10 km closest distance to the fault. In both
figures, subplots a and b display the results of the entire group of ground motions, whereas subplots
c and d display similar results for the pulse-like ground motions only (specifically, ground motions
classified to have a strong velocity pulse in their FN component). The median demands of each
dataset are also marked in figure 7.3. The trends of the structural demands induced by scenarios
A, B and C in both structures are generally consistent with those induced by the recorded motions.
The median MIDR demand on the 3-story building due to scenario A is almost identical to that due
to the recorded dataset. However, the hybrid rupture scenarios B and C, which are associated with
higher short-period spectral content, lead to more significant structural demands on the 3-story
building as compared to the demands induced by the recorded real motions. The opposite trend is
evident in the response of the 12-story building, such that the MIDR median due to the recorded
motions is higher than the medians of all ground motion simulations, which suggests potential
deficiencies of the simulations in the long-period range. As expected, the demands induced by
scenarios B and C are closer to those of the recorded motions (with a 27% differences), whereas
the median demand of scenario A is about 50% less than that of the available records.

Similar conclusions can be made regarding the consistency of the structural response to the
pulse-like simulated and recorded motions, which are plotted separately in figure 7.3c and d. The
detected pulse type motions, in general, seem to be associated with a wide range of spectral accel-
erations, although fewer pulse motions are detected at relatively low SA values. For the 3-story
building in particular, several pulse-like motions are detected in dataset 1 with SA(T1) below 0.35
g, whereas no simulated pulse-like motions are detected. In part, this could be due to the fact that
the recorded ground motions generally contain longer period pulses as compared to the simulated
motions. The differences between the median demands on the 3-story building due to the simulated
and recorded motions are further amplified in the pulse-like subset of data, such that the demands
imposed by all the simulated scenarios are significantly higher than those imposed by the recorded
ground motions. On the other hand, the agreement between the demands imposed on the 12-story
building by the hybrid rupture scenarios and recorded motions is improved for the pulse-like sub-
set, such that the median demands of the pulse subsets of scenario B, C and recorded dataset 1 are
identical (figure 7.3d).

The correlation between the PGV and structural demands in figure 7.4 demonstrates important
differences between the frequency content of the simulated and recorded motions. In particular,
many real records in figure 7.4a and c impose lower structural demands on the 3-story building than
simulated motions with similar PGV values. Examining the ground motion waveforms reveals that
the velocity pulses of the recorded motions, on average, have lower frequency content than the
simulated motions (particularly those from the hybrid ruptures). The pulse frequency content of
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each ground motion set is assessed via the mean period of the velocity pulses of the pulse-like
records. The mean pulse period for all simulated scenarios (and considering pulses detected in all
orientations) is 2.9 seconds, whereas that of the recorded motions is 5.7 seconds. The difference
indicates that the recorded motions have significantly longer period energy than the simulated
motions. This difference is apparent in the median velocity spectra for the FN components of all
datasets in figure 7.5a, in which the distinctive “peaks” are expected to reflect the pulse frequency
content of each dataset. All simulated scenarios have higher spectral energy in the short-mid period
range (up to a period of about 2 seconds) than the recorded dataset, and scenarios B and C have
significantly higher energy than scenario A. In addition, the spectra for scenarios B and C contain
a distinctive peak near a period of 1.5 seconds, whereas the spectrum of the recorded motions
peaks at a much longer period of about 3 seconds. Scenario A, on the other hand, has a similar
energy content to the recorded motions, although it does not possess a prominent peak, which
suggests the presence of pulses with a broad range of frequencies. The substantial differences
between the ground motion sets are only seen in the FN component, whereas the FP components
of the simulated and recorded sets are found to be rather similar (figure 7.5b). Several factors are
likely behind the differences in the pulse frequency content between the simulated and recorded
motions; most notably the geometry and distribution of the rupture asperities along the fault. These
differences, however, decrease significantly at longer periods. Consequently, the response of the
12-story building to the simulated ground motions is consistent with its response to the recorded
dataset (figure 7.4b and d), despite the presence of significant ground velocities in the hybrid
rupture scenarios (upwards of 200 cm/s) that are not seen in the real records. In general, the
comparison against the available records suggests that the structural demands predicted by the
stochastic scenario may underestimate the risk for long-period structures. The rupture scenarios
with localized slip regions may offer more appropriate risk estimates for long-period structures,
and somewhat conservative estimates for short-period structures. It is worth noting that the impact
of pulse-like motions on the structural demands strongly depends on the relationship between the
effective structural period and the frequency content of the largest velocity pulse [Champion and
Liel, 2012]; this topic is discussed in detail in chapter 9.

7.3 Spatial variability of the intensity of simulated ground mo-
tions

From the point of view of structural risk assessment, it is of interest to examine the correlation of
structural demands with the spatially varying characteristics of ground motions, and to determine
which intensity measures better correlate with structural response. In particular, estimates of the
structural risk would be improved if the structural response depends only on the ground motion IMs
(and not the fault distance or other parameters). Investigations of the efficiency of ground motion
IMs in predicting structural demands are particularly feasible for earthquake simulations, which
generate highly dense and regionally well-distributed ground motion datasets. Figure 7.6 shows
2D map plots of SA(T1) for the 3-story building and PGV from the FN components of scenarios A
and B, along with maps of the maximum interstory drifts, and figure 7.7 shows similar data for the
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Figure 7.5: Median velocity response spectra for all simulated ground motion sets and the recorded
dataset 1: (a) FN component; (b) FP component.

12-story building with different color scales. In addition, figure 7.8a and b show plots of the MIDR
demands on both buildings against a normalized SA(T1) over the entire domain for all scenarios.
The spectral accelerations are normalized by the base shear coefficient for each building γ listed in
table 6.1, in order to enable the comparison between the demands on the two different buildings.
A linear regression model is also shown in each subplot. In addition, the normal distance to the
fault is indicated as a third parameter using the color-coding of the data points. Similar plots of the
MIDR are shown in figure 7.8c and d against the PGV over the entire computational domain and
for all scenarios.

The color map plots of figures 7.6 and 7.7 visually demonstrate the general agreement between
SA(T1) and the structural demand trends over the entire computational domain. The trends in
figure 7.8a reveal a strong linear correlation between the 3-story MIDR and SA(T1) for small SA
values (up to about 0.3 g), which correspond mostly to locations that are between 20 and 30 km
away from the fault. As the distance to the fault decreases, the ground motion intensity increases,
inciting more nonlinear response in the 3-story building, and leading to a large dispersion in the
MIDR-SA relationship. For example, at SA(T1) = 2.0g, the MIDR varies by a factor of 4.1. It
is worth noting that the apparent reduction in the dispersion at the highest SA values (larger than
3.0 g) is likely due to the limited number of data points at such high values, because the highest
spectral accelerations are only encountered in very localized regions near or at the fault.

In contrast to the 3-story building, the dispersion in the correlation between SA and MIDR
for the 12-story building (figure 7.8b) is significant over the entire range of spectral accelerations,
because the 12-story building is likely to be sensitive to a wider range of frequencies, which is
not accounted for in the parameter SA(T1). The analysis also indicates that the 12-story building
generally experiences less yielding and period elongation, compared to the 3-story building. There-
fore, the dispersion in the correlation between SA(T1) and the 12-story MIDR is relatively uniform
over the entire range of spectral accelerations. Unlike the 3-story building observations, figure 7.8b
also reveals a larger scatter in the distribution of spectral acceleration values with respect to fault
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Figure 7.6: ground motion intensity and structural demand maps for the 3-story building: (a)
interstory drift map - scenario A; (b) SA(T1) map - scenario A; (c) PGV map - scenario A; (d)
interstory drift map - scenario B; (e) SA(T1) map - scenario B; (f) PGV map - scenario B.

normal distance. For example, relatively low spectral accelerations can be encountered at sites that
are as close as a few kilometers or as far as 29 km away from the fault. This is further demonstrated
by the attenuation plot in figure 7.9 which shows the variation of the spectral accelerations SA(T1)
for both the 3-story and 12-story buildings with respect to the fault normal distance, along with
the median values and multiplicative standard deviation of the normal distribution of log(SA) at
each given distance. To enable the comparison at the different fundamental periods, the spectral
accelerations in each subplot are normalized by the median SA(T1) for all ground motion records
at T1. The figure shows that SA(T1) for the short-period building varies significantly with respect
to normal distance from the fault (the median value varies by a factor of 9.0 over a distance of 29
km). At the same time, the dispersion in the SA(T1) values is higher at short distances from the
fault, then drops significantly at longer distances. The higher dispersion in the near-fault region
may be attributed to directivity effects amplifying the ground motion intensity in locations in the
direction of the rupture propagation, whereas locations in the near-fault backward directivity re-
gion experience relatively lower intensities. In contrast, SA(T1) for the long-period building does
not vary as significantly with distance (the median value varies by a factor of 4.0 over a 29 km dis-
tance) due to the slower attenuation of low-frequency waves. However, the dispersion is relatively
high over the entire domain, and does not significantly decrease at longer distances. For example,
at 29 km, the coefficient of variation of log(SA(T1)), which is a measure of the data dispersion, is
0.63 for the 12-story building, compared to a value of 0.41 for the 3-story building.
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Figure 7.7: ground motion intensity and structural demand maps for the 12-story building: (a)
interstory drift map - scenario A; (b) SA(T1) map - scenario A; (c) PGV map - scenario A; (d)
interstory drift map - scenario B; (e) SA(T1) map - scenario B; (f) PGV map - scenario B.

Somewhat similar trends are observed for the relationship between the PGV and building struc-
tural demands. While the PGV is not directly associated with the building dynamic properties, it
is a common measure of the to the amplitude of ground motion velocity pulses. Therefore, the
PGV is anticipated to correlate with building response particularly in the near-field, where ground
motions dominated by large velocity pulses are far more likely. The map plots of the PGV in fig-
ures 7.6 and 7.7 demonstrate the general correlation between the PGV and MIDR demands over
the entire domain for both buildings. The regions of maximum structural demands - which differ
between different scenarios but primarily span the region between 20 and 60 km away from the
rupture source and within 10 km normal to the fault - coincide with the largest ground velocities
(between 160 and 300 cm/s). Relatively low ground velocities (up to 40 cm/s) are experienced
in most locations in the domain beyond 10 km away from the fault, in addition to most locations
in the backward directivity region. This PGV value corresponds to essentially elastic response of
the 3-story (up to 0.5% MIDR), and limited plastic response in the 12-story building (up to 1%
MIDR). Despite the general agreement between the PGV and maximum structural demands in the
near-field, the scatter plots of figure 7.8c and d, highlight the larger dispersion in the MIDR associ-
ated with a given PGV value, particularly in the far-field region. For the 3-story building, a linear
regression model between the logarithms of SA(T1) and MIDR in the far-field region (beyond 10
km away from the fault) is associated with an error variance of 0.014, as compared to a variance
of 0.083 for the logarithm of the PGV. A similar trend exists for the 12-story building. In the near-
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Figure 7.8: Correlation between the ground motion intensity and the maximum interstory drift
color-coded by the normal distance from the fault: (a) SA(T1)/λ for the 3-story building; (b)
SA(T1)/λ for the 12-story building; (c) PGV for the 3-story building; (d) PGV for the 12-story
building.
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Figure 7.9: Attenuation of SA(T1)/λ with normal distance from the fault: (a) for the 3-story
building; (b) for the 12-story building.

field, however, the dispersion in the relationship between the MIDR and both measures (SA(T1)
and PGV) is comparably high, although the scatter associated with the near-field 3-story building
response is marginally but consistently lower than that of the 12-story building. This result can
be attributed to the slower attenuation of the low frequency waves primarily affecting the 12-story
building, and the fact that the flexible buildings may be sensitive to wider range of velocity pulses
in the near-fault regions. In general, the PGV is found to better correlate with structural response
when the structure experiences significant nonlinear demands, and is less appropriate for structures
primarily responding elastically.

7.4 Advanced ground motion intensity measures
The wide scatter in the engineering demand parameter (in this case, MIDR) at large spectral accel-
eration values confirms findings of previous studies that SA(T1) is not a sufficient IM for near-fault
ground motions. In other words, structural demands at a particular level of SA(T1) depend on other
ground motion or structural characteristics. For the purpose of seismic risk assessment, it is impor-
tant to identify other ground motion characteristics that affect the structural response. A sufficient
IM enables engineers to select ground motions for nonlinear dynamic analyses of structures with-
out considering source and site parameters. Therefore, with the large body of data generated in
this study, it is of interest to examine the question of whether the large variability in the structural
demands near the fault can be reduced by considering other characteristics of the ground motions.
Previous studies found that structural demands are highly sensitive to the ground motion spectral
shape, particularly in structures behaving nonlinearly [Baker and Cornell, 2008]. This is because
nonlinear structures experience a period lengthening effect after yielding; therefore, their response
is no longer adequately characterized by SA(T1) only. To examine the sensitivity of the buildings
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studied herein to the ground motion spectral shape, the structural demands at multiple levels of rel-
atively high SA(T1) (near-fault locations) were plotted against a normalized measure of the ground
motion structural shape proposed by Marafi et al. [2016]. This measure, referred to as SSA, repre-
sents a normalized integral of the pseudo acceleration spectrum over a period range that depends
on the structure’s ductility capacity. This range was defined to be between the first mode period
T1 and an elongated period αT1, where α was determined as recommended in Marafi et al. [2019]
as the square root of the building displacement ductility capacity. In this study, the building dis-
placement ductility capacity was defined as the ratio of the roof displacement level corresponding
to 20% loss in the base shear capacity to the yield displacement, during a static pushover analysis
of the building. Figure 7.10 shows plots of the MIDR demands vs. the spectral shape parameter
SSA at a particular level of SA(T1)/γ for both buildings. Because SA(T1) is a continuous vari-
able, the demands were sampled at a narrow window of SA(T1), which corresponds to SA(T1)/γ
between 8 and 9. Despite having roughly the same SA(T1)/γ, the ground motions differ signif-
icantly in spectral shape. Figure 7.10a shows a strong linear correlation between the MIDR and
SSA for the 3-story building at this particular level of SA(T1)/γ. A similar trend was observed
at other SA(T1)/γ levels. This suggests that an IM which incorporates spectral shape would be
more appropriate for structural demand analysis of the 3-story building in the near-field. Similar
findings were reported by other researchers [Baker and Cornell, 2008]. It is, however, seen that the
demands on the 12-story building are not as sensitive to spectral shape, as indicated by the large
scatter in figure 7.10b. This trend is believed to be a consequence of the lower level of nonlinear
response observed in the 12-story building. A modified spectral shape parameter which integrates
the response spectrum over the period range between T1/3 and T1 was developed to assess the sen-
sitivity of the 12-story building to the shape of the response spectrum in the shorter-period range,
and the potential contribution of the second vibration mode. However, the dispersion in the struc-
tural demands at a given spectral shape parameter value remained high. These results suggest that
an IM incorporating spectral shape may not necessarily reduce the dispersion in characterizing the
response of long-period structures, although these results are only applicable at low and moderate
structural demand levels. The results also suggest that the correlation between the spectral shape
parameter and the collapse capacity is expected to be strong for all structures. The sensitivity of the
12-story building to other long-period characteristics of ground motions in the near-field, namely
the shape of the velocity response spectrum and the frequency content of large velocity pulses, is
closely examined in chapter 9.

Several researchers suggested the use of advanced IMs which incorporate the ground motion
spectral shape [Baker and Cornell, 2008]. Among those is the so-called effective spectral accel-
eration [Marafi et al., 2016] which incorporates measures of both the ground motion duration and
spectral shape:

SAeff = SA(T1) γ
Cshape

shape γ
Cdur
dur (7.1)

where γshape and γdur are dimensionless parameters that characterize the effect of spectral shape
and duration, and Cshape and Cdur are exponent terms determined based on Marafi et al. [2019].
It was concluded in this study that the MIDR demands do not exhibit substantial sensitivity to the
ground motion duration (this topic will be discussed further in the following chapter). Therefore,
the duration parameter γdur was excluded from the correlation by setting the exponential duration
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Figure 7.10: Correlation between the maximum interstory drift and the spectral shape parameter
SSA at a given SA(T1)/λ: (a) for the 3-story building; (b) for the 12-story building.

term to 0.0. The SAeff measure in this study thus accounts for only the spectral acceleration at
T1 and the shape of the response spectrum over a ductility-dependent period range. The SAeff IM
is seen to strongly correlate with structural demands of the 3-story building in the near-field, as
indicated by figure 7.11b, which shows the MIDR demands vs. SAeff only at locations within a
5-km distance normal to the fault. The error variance, which is a simple measure of the correlation
in a linear regression between the logarithms of both parameters, is 0.039, compared to an error
variance of 0.087 between the logarithms of the MIDR and SA(T1) over the same locations (figure
7.11a). As expected, however, structural demands at lower SA(T1) levels (at longer distances from
the fault) are not sensitive to the spectral shape and do not strongly correlate with SAeff . In fact,
SAeff does not seem to be an appropriate measure over all SA levels, because it significantly
increases the dispersion at lower SA levels. For the 12-story building, whose response does not
seem to be as sensitive to the spectral shape, using the SAeff IM does not substantially improve
the correlation with the structural demands at either short distances (see figure 7.11c and d) or
long distances from the fault. It is recognized that as the levels of SA increase, structures are
expected to behave more nonlinearly, experience period elongation and exhibit higher sensitivity
to spectral shape. This explains the reduced dispersion in the collapse capacity of structures when
their response is correlated with measures such as SAeff [Marafi et al., 2019]. Such measures
may, however, not be beneficial for applications requiring correlation between IMs and structural
demands at a wide range of ground motion intensities.

101



(a)

(c)

(b)

(d)

1 5

SA
eff

/ 

0.5

1

5

M
ax

im
um

 In
te

rs
to

ry
 D

rif
t (

%
)

0

5

10

15

20

25

30

F
au

lt 
N

or
m

al
 D

is
ta

n
ce

 (
km

)

1 5 10

SA(T
1
)/ 

0.5

1

5

M
ax

im
um

 In
te

rs
to

ry
 D

rif
t (

%
)

0

5

10

15

20

25

30

F
au

lt 
N

or
m

al
 D

is
ta

n
ce

 (
km

)

1 5 10

SA(T
1
)/ 

0.5

1

5

M
ax

im
um

 In
te

rs
to

ry
 D

rif
t (

%
)

0

5

10

15

20

25

30

F
au

lt 
N

or
m

al
 D

is
ta

n
ce

 (
km

)

1 5 10

SA
eff

/ 

0.5

1

5

M
ax

im
um

 In
te

rs
to

ry
 D

rif
t (

%
)

0

5

10

15

20

25

30

F
au

lt 
N

or
m

al
 D

is
ta

n
ce

 (
km

)

Figure 7.11: Data points and linear regression models characterizing the relationship between the
maximum interstory drift for buildings within a 5-km normal distance to the fault and: (a) the
normalized SA(T1) - 3-story building; (b) the normalized SAeff measure - 3-story building; (c)
the normalized SA(T1) - 12-story building; (b) the normalized SAeff measure - 12-story building.
The plots represent results of the FN component of ground motions from all three scenarios.

102



Chapter 8

Regional-Scale Spatial Variability of Risk to
Modern RC Buildings

The variability of structural risk within a single earthquake scenario and between different rupture
scenarios is the primary focus of this study. In this chapter, important aspects of the response
of RC buildings to the simulated ground motions are characterized with respect to (1) the spatial
variability of the structural demands near the fault, particularly over regions impacted by forward
directivity effects; (2) the effects of the presence of localized high-slip patches on the ground
motion intensity and structural demands near the fault; and (3) the differences in the structural
demands between sites on basin and rock soils at identical distances from the rupture source. The
structural risk to the 12-story and 3-story buildings is studied via map plots representing the re-
sponse quantities over the computational domain, distributions of the structural response at a given
distance from the fault, and detailed analysis performed at selected stations within the domain. The
structural risk is quantified in this study using the following quantities:

• Largest interstory drift experienced in the building normalized by the story height. This
quantity is referred to as the maximum interstory drift ratio (MIDR), and is ubiquitously
used to judge the structural member deformation demands, and define damage limit states
for buildings. The MIDR was selected because it provides a reasonable and simple estimate
of the ability of the structure to resist side-sway collapse.The map plots in this study use
the interstory drift limits defined in ASCE 43-05 [ASCE, 2005] to represent expected dam-
age states in reinforced concrete buildings. The ASCE 43 drift limits (0.5%, 1.0%, 1.5%
and 2.5%) are anticipated to correspond to essentially elastic behavior, limited plasticity,
moderate plasticity and large plasticity, respectively. Despite the fact that these limits dif-
fer depending on the building ductility, the interstory drift provides valuable insight on the
relative expected deformation demands over the domain.

• Largest rotation experienced in the plastic hinges at the end of a structural member (beam or
column). This measure relates more directly to the plastic rotation capacity of the structural
member, and is capable of predicting a localized loss in the load carrying capacity of a
member after a plastic hinge reaches its plastic rotation capacity. This measure is presented
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Figure 8.1: Map representation of structural risk - in terms of maximum interstory drift demands -
to the 3-story RC building due to: (a) the FN component of scenario A; (b) the FP component of
scenario A; (c) the FN component of scenario B; (d) the FP component of scenario B; (e) the FN
component of scenario C; (f) the FP component of scenario C.
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Figure 8.2: Map representation of structural risk in terms of maximum interstory drift demands on
the 12-story RC building due to: (a) the FN component of scenario A; (b) the FP component of
scenario A; (c) the FN component of scenario B; (d) the FP component of scenario B; (e) the FN
component of scenario C; (f) the FP component of scenario C.
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in this study as a demand-to-capacity ratio; i.e., a ratio of the maximum rotation demand
experienced in a structural member to its plastic rotation capacity. Although this measure
depends on the assumptions and calibrations associated with the lumped-plasticity structural
modeling approach, it is useful in a relative sense to judge the variability of the response of
structural members.

8.1 Spatial variability of structural response in a single earth-
quake scenario

The map plots of the MIDR demands in figures 8.1 and 8.2 represent the structural risk to the
3-story and 12-story buildings, respectively, due to the all three rupture scenarios (A, B and C);
the aforementioned limits of the MIDR demands are assigned different colors to indicate intensity.
Both the fault and the location of the hypocenter are also shown in the plots. The structural risk
maps highlight the differences between the FN (subplots a, c and e of both figures) and the FP
(subplots b, d and f) component of the strike-slip scenarios at short distances. The FN component
of each scenario exhibits a strong directivity effect that is concentrated within 10 km of the fault and
characterized by relatively high structural demands. The FP component, on the other hand, imposes
lower structural demands that are more pervasive over the entire domain. For both buildings, the
FN MIDR demands over most of the domain do not exceed 3.5%. However, in a small number of
locations at short distances from the fault (up to about 5 km) in the forward directivity zone, MIDR
demands up to 7% are observed; these large demands are particularly seen in the hybrid rupture
scenarios B and C, which seem to be more damaging than scenario A.

The highest spatial variability in the structural demands for both buildings is seen within 10
km of the fault under the FN component for all scenarios. The MIDR demand trends at several
distances from the fault are examined in figures 8.3 and 8.4 for both components of all rupture
scenarios. The location of the hypocenter is designated with a dashed line in all subplots. At a
one kilometer distance from the fault, the MIDR in the 3-story building due to the FN component
varies by a factor up to 7.9 along the length of the fault (this factor is defined by the ratio of the
maximum to minimum MIDR at the designated distance). At ten kilometers away, the demands
vary by a factor up to 6.8. This factor drops to 3.3 at twenty kilometers away from the fault. A
comparable trend is observed in the FN MIDRs of the 12-story building, which vary by a factor of
7.0 at one kilometer, by a factor of 5.7 at ten kilometers, and by a factor of 4.6 at twenty kilometers
away. In contrast, the spatial variability in the demands on both buildings due to the FP component
is much more limited over the domain. The trends in all scenarios also reveal that, within 10 km
of the fault, the demands induced in the 3-story building are relatively higher than those induced
in the 12-story building, which may be attributed to the frequency content of the ground motions.
In contrast, the demands on the 12-story building exhibit a more significant degree of variability
than the 3-story building for locations beyond 10 km; a trend that is likely caused by the slower
attenuation of the low frequency waves affecting the 12-story building.

The variation of FN ground motion characteristics and corresponding structural response as
the normal distance from the fault increases is further examined at four stations that have the same
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Figure 8.3: Maximum interstory drift trends along the fault for the FN component of ground
motions: (a) for the 3-story building in scenario A; (b) for the 3-story building in scenario B;
(c) for the 3-story building in scenario C; (d) for the 12-story building in scenario A; (e) for the
12-story building in scenario B; (f) for the 12-story building in scenario C.
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Figure 8.4: Maximum interstory drift trends along the fault for the 12-story RC building due to:
(a) the FN component of scenario A; (b) the FP component of scenario A; (c) the FN component
of scenario B; (d) the FP component of scenario B; (e) the FN component of scenario C; (f) the FP
component of scenario C;
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Figure 8.5: The characteristics of the FN component ground motions at stations 3, 5, 6 and 7
in rupture scenario B: (a) locations of the stations in the computational domain; (b) acceleration
response spectra at all stations; (c) velocity response spectra at all stations; (d) acceleration and
velocity time histories at station 3; (e) acceleration and velocity time histories at station 5; (f)
acceleration and velocity time histories at station 6; (g) acceleration and velocity time histories at
station 7.

Table 8.1: Ground motion characteristics at stations 1 - 7 in scenario B

Station Distance Hypocentral PGA (g) PGA (g) PGV (m/s) PGV (m/s)
# normal to distance parallel - FN - FP - FN - FP

fault (km) to fault (km)
1 1.0 13.5 0.75 0.32 1.1 0.84
2 1.0 25.5 0.77 0.38 2.1 0.81
3 1.0 37.5 1.3 0.61 2.9 1.1
4 1.0 49.5 1.1 0.51 1.5 1.0
5 5.0 37.5 1.0 1.1 2.0 1.3
6 10.0 37.5 0.51 0.83 1.1 1.1
7 20.0 37.5 0.11 0.48 0.33 0.62
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Figure 8.6: Deformed shape, plastic hinges and maximum floor drift histories for the 12-story and
3-story buildings: (a) at station 3; (b) at station 5; (c) at station 6; (d) at station 7.

x-coordinate and different y-coordinates (different normal distances from the fault); in this case,
stations 3, 5, 6, 7 defined in table 8.1. All stations are at a horizontal distance of 37.5 km away from
the hypocenter, and 1, 5, 10 and 20 kilometers normal to the fault, as shown in figure 8.5a. Figure
8.5d-g show the ground acceleration and velocity of the FN component due to rupture scenario
B at each of the four stations. These plots highlight the significant difference in the peak ground
accelerations and velocities between stations at very short distances (1 and 5 km away) and stations
at relatively longer distances (10 and 20 km away). For instance, the PGV at 1 km (station 3) is 2.6
times the PGV at 10 km (station 6), and almost 9 times the PGV at 20 km (station 7). Similarly,
the peak ground acceleration (PGA) at 10 and 20 km drops by factors of 2.5 and 12.0 relative
to the PGA value at 1 km, respectively. The significant drop in the ground motion intensity as
the normal distance increases is also evident in the spectral characteristics of the ground motions
in figure 8.5b and c, particularly in the short to mid period range. For example, SA(T1) for the
3-story building at 1 km is 2.9 times that at 10 km, and 9 times SA(T1) at 20 km. In contrast,
SA(T1) for the 12-story building at 1 km is only 2.3 times that at 10 km, and 3 times the spectral
acceleration at 20 km. The spatial variability in the structural demands follows a similar trend for
both buildings. Tables 8.2 and 8.3 list the MIDR demands on 12-story and 3-story buildings at
each station, respectively. The tabulated values indicate a smaller drop in the structural demands
on long-period structures between the near-fault and far-field regions, as compared to short-period
structures. For instance, the MIDR for the 12-story building varies by a factor of 3.4 between
stations 3 and 7 (at 1 and 20 km, respectively), whereas the MIDR for the 3-story building varies
by a factor of 13.3 between the same stations. It is noted that ASCE 7-16 defines near-fault sites
as those within 15 km of a fault capable of a magnitude 7 earthquake. Based on the results of this
study, this definition may provide a conservative estimate because the structural demands due to
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the simulated M7.0 scenarios are seen to drop significantly beyond 10 km normal to the fault.
An idealization of the corresponding building deformations are shown in figure 8.6, in addition

to the interstory drift time histories of the floor experiencing the maximum interstory drifts in each
case. The building deformations are shown at the time instance where the structure experiences
the largest MIDR over the entire loading history. In addition to the large variation between the
demands at near and far-field stations, the structures at near-fault sites also seem to experience pro-
nounced permanent drifts, as seen in the subplots a and b for stations 3 and 5. At 1 km away from
the fault, the 3-story and 12-story buildings experience permanent interstory drifts corresponding
as high as 3.6% and 3.5%, respectively. The permanent drifts remain relatively high for the 3-story
building at 5 km, but quickly diminish in the 12-story building. The analysis also uncovers local-
ized, large high-frequency content of the ground motions in rupture scenarios B and C at a handful
of stations near the fault. This is seen in the large spectral demands at station 3, and reflected in
the relatively large drifts of the short-period 3-story building at that location. This observation will
be further discussed in subsequent sections, as part of the comparison between the mechanics of
the different rupture scenarios.

Table 8.2: Structural response quantities for the 12-story building at stations 1 - 7 in Scenario B

Station SA(T1) - MIDR - maximum beam maximum column
# 12 story (g) 12 story (%) rotation/capacity rotation/capacity
1 0.4 2.0 28% 5%
2 0.9 4.4 61% 76%
3 0.8 4.4 62% 74%
4 0.7 4.5 63% 79%
5 0.5 2.8 38% 38%
6 0.3 2.0 27% 5%
7 0.3 1.3 17% 1%

Table 8.3: Structural response quantities for the 3-story building at stations 1 - 7 in Scenario B

Station SA(T1) - MIDR - maximum beam maximum column
# 3 story (g) 3 story (%) rotation/capacity rotation/capacity
1 1.4 2.4 36% 30%
2 1.7 5.3 77% 75%
3 2.8 6.6 100% 94%
4 2.4 3.7 58% 50%
5 2.5 5.7 86% 81%
6 1.0 2.5 39% 31%
7 0.3 0.5 8% 0.4%
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The deformed shape plots in figure 8.6 also include a visual measure of the plasticity experi-
enced by the building structural components, which is represented by plastic rotation of the non-
linear springs at each beam and column end, and schematically shown as red circles whose size
scales up with the value of plastic rotation. The maximum hinge rotation experienced by the struc-
tural members of both buildings at each station are also listed in tables 8.2 and 8.3 as ratios of the
total plastic capacity of the member. This measure quantifies the highest rotation demands in the
structure, and flags members where the plastic hinge rotation capacity has been exceeded, which
signifies the start of softening (loss of load carrying capacity) due to nonlinear material effects.
The member rotation demands follow the trends observed previously for the MIDR. For example,
between stations 3 (1 km away) and 7 at (20 km away), the maximum rotation demands drop by
a factor of 4.3 for the 12-story, and 12.1 for the 3-story building. The preceding observations em-
phasize that flexible buildings may experience significant demands even at long distances from the
fault.

Figures 8.7 and 8.8 display line plots which tracks the MIDR demands on the 12-story and
3-story buildings due to the FN and FP components of all scenarios along multiple lines normal to
the fault at 20, 40, 60, 80 and 99 km. The location of the fault (at 10 km) is also marked with a
dashed line. The 20-km line corresponds to a location that is 8.5 km away from the plane of the
rupture source in the so called backward directivity path; i.e. the rupture propagates away from that
line. The remaining line plots represent all locations that are 11.5, 31.5, 51.5 and 70.5 away from
the rupture source and in the forward directivity path. The trends of the FN component demands
in figures 8.7 and 8.8 clearly demonstrate the accumulation of seismic waves to produce forward
directivity effects as the distance from and parallel to the rupture epicenter increases; this trend
is distinguishable in the demands close to the fault indicated by the black and gray lines (which
represent the region of highest directivity effects), as compared the red and green lines (which
represent regions where the wave accumulation begins and dies off, respectively) and the blue line
in the backward directivity region. The plots also suggest that the FP component is largely free of
the wave accumulation effects even at very short distances. Both figures indicate that the structural
demands near the fault (within 10 km normal to the fault) due to the FN component increase with
increasing distance from the epicenter (parallel to the fault). The distance at which the maximum
structural demands may be experienced is seen to depend on other details of the rupture scenario.
In the case of the scenarios studied herein, the location and magnitude of the maximum structural
demands depends on the distribution of slip along the fault plane, as will be discussed later. For all
scenarios, the peak structural demands induced by the FN components are located between 29 and
55 kilometers away from the earthquake rupture source. Beyond 55 km, the structural demands
begin to drop significantly in all cases. Based on the line plots in figures 8.7 and 8.8, the average
MIDR demand on the 3-story building at all locations that are 31.5 km away from the source is
3.4 times the average maximum demand at 11.5 km away from the source. the average maximum
demands on the same building at 51.5 km away are 4.2 times those at 11.5 km. Between 51.5
and 70.5 km, the maximum demands drop by 70%. The maximum demands along the right end
of the domain (70.5 km away from the source) are, on average, similar to those in the backward
directivity region. As expected based on previous results, a similar trend with less pronounced
spatial variability is observed in the structural demands imposed on the 12-story building. For
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example, between 11.5 and 51.5 km, the maximum demands increase by a factor of 2.3 - about
half the increase of the 3-story building demands, and drop by 60% between 51.5 and 70.5 km.

The effects of rupture directivity on the FN component ground motion waveforms and struc-
tural demands are further examined at four stations in scenario B (shown in figure 8.9a): stations 1
through 4 whose properties are listed in table 8.1. This group of stations is located 1 km normal to
the fault, and 13.5, 25.5, 37.5 and 49.5 km away from the rupture source, respectively (the stations
are spaced at 12 km intervals). Figure 8.9b and c show plots of the spectral acceleration and veloc-
ity at each of the four stations, whereas subplots d through g present the acceleration and velocity
time histories at each station. The figure demonstrates the expected forward directivity effects
as the rupture propagates toward each station, particularly in the velocity and displacement (not
shown) time histories. While the PGA increases by only 3% between stations 1 and 2, the PGV
increases by 91% and the peak ground displacement increases by 153%. Although all four stations
lie in the forward directivity region, stations 2 and 3 experience the highest ground acceleration,
velocity and displacement pulses. In scenario B, the peak velocities (and peak structural demands)
are experienced near station 3, which is about 37.5 km away from the source. At station 4, which is
49.5 km away from the source, both the ground peak velocity and displacement amplitudes decline
by 48% and 36%, respectively, whereas the acceleration amplitudes do not substantially change.
Similarly, the spectral demands shown in figure 8.9b and c increase significantly between stations
1 and 3, particularly for the short-mid period range (up to 2 seconds) then drop at station 4.

The structural demands on the two buildings at stations 1-4 are listed in tables 8.2 and 8.3,
including the MIDR and maximum member rotation demands as a ratio of the member rotation
capacity. The corresponding building deformed shape (with plastic hinges) and history of the
maximum interstory drift are shown in figure 8.10. The plots and tabulated results illustrate that
station 1, although closest to the epicenter, can experience less than half the demands experienced
further along the fault. In particular, both the MIDR and maximum member rotation demands for
both buildings at station 1 are between 36 - 45% of the demands at station 3. The 3-story building
experiences the highest demands at stations 2 and 3, up to 6.6% MIDR and a maximum rotation
demand close to 100% of the rotation capacity at station 3 (i.e., at least one plastic hinge reaches its
full plastic rotation capacity). Although the plastic rotation limits and post-capping properties in
the structural model are based on conservative estimates and contain several idealizations, the high
demand-to-capacity ratios encountered in the analysis can be viewed as indicators of undesirable
large demands and potentially significant damage in the structural components. The plots also
demonstrate differences in the distribution of the demands along the height of the 12-story building.
At station 2, the plastic hinges are concentrated in the lowest floors only, which is indicative of a
primarily first-mode response, whereas the hinges are seen in almost all floors at stations 3 and
4. The differences in the demand distributions suggest that the the building is sensitive to various
frequency components. Consequently, it exhibits a severe response at a larger number of stations in
the forward directivity path. For example, the 12-story building experiences similar and relatively
large demands at stations 2 through 4 (MIDR of about 4.4 - 4.5%, and maximum member rotation
demands between 74 - 79%), despite the drop in the PGV at station 4. This sensitivity is not seen
in the demands on the 3-story building, which drop by about 40% at station 4 (49.5 km away from
the source), commensurately with the drop in the PGV at this station. The drift history plots in
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Figure 8.7: Maximum interstory drift trends normal to the fault for the 12-story RC building due to:
(a) the FN component of scenario A; (b) the FP component of scenario A; (c) the FN component
of scenario B; (d) the FP component of scenario B; (e) the FN component of scenario C; (f) the FP
component of scenario C.
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Figure 8.8: Maximum interstory drift trends normal to the fault for the 3-story RC building due to:
(a) the FN component of scenario A; (b) the FP component of scenario A; (c) the FN component
of scenario B; (d) the FP component of scenario B; (e) the FN component of scenario C; (f) the FP
component of scenario C.
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Figure 8.9: The characteristics of the ground motions at stations 1, 2, 3 and 4 in rupture scenario
B: (a) locations of the stations in the computational domain; (b) acceleration response spectra at
all stations; (c) velocity response spectra at all stations; (d) acceleration and velocity time histories
at station 1; (e) acceleration and velocity time histories at station 2; (f) acceleration and velocity
time histories at station 3; (g) acceleration and velocity time histories at station 4.
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Figure 8.10: Deformed shape, plastic hinges and maximum floor drift histories for the 12-story
and 3-story buildings: (a) at station 1; (b) at station 2; (c) at station 3; (d) at station 4.

figure 8.10 also emphasize the relatively large residual drift demands associated with buildings
located in the forward directivity region, which may depend on the frequency characteristics of
the building. The 3-story building experiences residual interstory drifts up to 3.6% at station 3,
whereas the 12-story building experiences permanent drifts at stations 2 through 4 between 3.4 and
3.5%. Residual drifts associated with near-fault sites are important for risk assessments because
they typically correlate with the building repairability [ATC, 2018].

It is worth noting that much of the variability observed in the FN component intensity and struc-
tural demands is less pronounced in the FP component. For example, examining the FP ground
motion characteristics at stations 1 through 4 in figure 8.11 reveals that the structural demands do
not vary significantly over the entire domain. Nonetheless, relatively large permanent ground dis-
placement is observed in the FP component of many ground motions near the fault (figure 8.11d);
this effect is usually referred to as ‘fling step’ and may cause relatively high demands on structures
located near the fault. Simulated ground motions offer an opportunity to study such permanent dis-
placements and their effects on structural response. This topic will be the focus of future studies.

8.2 Effects of localized slip on structural demands
Studies of large earthquakes have shown that hybrid earthquake rupture models which combine
large-slip features with stochastic small-scale variations are better able to reproduce the character-
istics of observed earthquakes over a broad range of frequencies [Graves and Pitarka, 2010, Pitarka
et al., 2019]. However, the effect of including such localized high-slip regions in the rupture mod-
els on structural risk and reliability assessments is not fully understood. The results of this study
indicate that local large-scale slip can substantially increase the demands imposed on structures
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Figure 8.11: The characteristics of the FP component ground motions at stations 1, 2, 3 and 4 in
rupture scenario B: (a) locations of the stations in the computational domain; (b) acceleration time
histories at all stations; (c) velocity time histories at all stations; (d) displacement time histories at
all stations. 118
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Figure 8.12: Normalized maximum ground motion intensity parameters for all rupture scenarios at
several normal distances from the fault: (a) SA(T1) in the FN component for the 3-story building;
(b) SA(T1) of the FP component for the 3-story building; (c) SA(T1) of the FN component for the
12-story building; (d) SA(T1) of the FP component for the 12-story building; (e) PGV of the FN
component; (f) PGV of the FP component.
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Figure 8.13: Normalized maximum MIDR demands for all rupture scenarios at several normal dis-
tances from the fault due to: (a) the FN component for the 3-story building; (b) the FP component
for the 3-story building; (c) the FN component for the 12-story building; (d) the FP component for
the 12-story building.
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located near the fault. These effects are apparent in the risk map plots of figures 8.1 and 8.2, and
the MIDR line plots of figures 8.3 and 8.4. The maximum values of the spectral demands, peak
ground velocities, and MIDR for both buildings due to all three scenarios are compared at different
fault distances, and representative results are plotted in figures 8.12 and 8.13. The figures display
the maximum values of the selected parameters at 1, 10, 15 and 20 km normal distance from the
fault for both the FN and FP components of all three scenarios, normalized by their values in sce-
nario A, in order to highlight the amplifications seen in scenarios B and C. The plots reveal that
at any distance from the fault, most of the FN and FP spectral demands, peak ground velocities
and MIDRs are higher in scenarios B and C than scenario A. The changes in the ground motion
intensity and structural demands of the FN component due to the presence of the localized slip
patches are mostly concentrated within a 10 km distance from the fault (specifically, in the forward
directivity region). In contrast, these effects seem to be become more substantial in the FP com-
ponent as the distance from the fault increases. This trend is indicated in figures 8.12 and 8.13 by
the steeper slopes of the 15 km and 20 km FP component parameter lines, whereas the 1 km and
10 km lines have steeper slopes for the FN component. Despite being lower than the FN compo-
nent demands, the FP component demands can experience a more significant increase at distances
between 10 and 20 km from the fault due to the presence of the slip patches. For instance, at a 20
km distance, the maximum MIDR demand on the 3-story building induced by the FP component is
amplified by a factor up to 2.9 due to the presence of the slip patches, as compared to a factor of 1.6
for the FN component. Similarly, the maximum FP MIDR demand on the 12-story building at a 20
km distance is amplified by a factor up to 2.3, as compared to a factor of 1.9 for the FN component
demand. The same trends are observed for the ground motion intensity parameters, especially the
long-period components, with amplifications up to 44% higher for the FP component than the FN
component at a 20 km distance. These observations suggests that relying on the stochastic scenario
alone (without consideration of the effects of localized high slip) may underestimate the structural
risk at both short and long distances from the fault.

The presence of the slip patches is shown to impact both the magnitude and the relative loca-
tions of the highest ground motion intensity and structural response quantities, such that stations
proximate to the patches experience the highest demands. Trends of FN component intensity and
demands (SA(T1), PGV and MIDR) at different fault distances are plotted in figures 8.14, 8.15,
and 8.16, respectively, for all rupture scenarios. The plots demonstrate that the demands “peak”
near the locations of the asperities in scenarios B and C, particularly at very short distances from
the fault. For example, the highest structural demands in scenario B are near x = 65 km, whereas
the highest demands in scenario C are near x = 80 km; both points are close to the end of the
second slip patch in each scenario (see figure 6.1). Despite having no deterministic asperities, the
demands in scenario A also show multiple peaks because the stochastic nature of the slip yields
some slip concentrations. However, these concentrations typically have lower slip rates than the
large-scale asperities in the hybrid scenarios. Therefore, the intensity and demands associated with
scenarios B and C are significantly higher than those of scenario A over regions of the domain that
are forward of the localized asperities (in the direction of rupture).

The geographically varying effects of the rupture asperities are further highlighted by exam-
ining the response spectra and waveforms of ground motions at locations proximate to and in
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Figure 8.14: Trends of SA(T1) parallel to the fault due to the FN component of all rupture scenarios
at different normal distances: (a) at 1 km for the 3-story building; (b) at 1 km for the 12-story
building; (c) at 10 km for the 3-story building; (d) at 10 km for the 12-story building.
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Figure 8.15: Trends of the PGV parallel to the fault due to the FN component of all rupture
scenarios at different normal distances: (a) at 1 km; (b) at 10 km.

the forward direction of the asperities. The acceleration and velocity response spectra of the FN
component of the ground motions at stations 2, 3 and 4 - which were examined previously for a
single scenario - are compared between the three different scenarios. The locations of these sta-
tions relative to the localized slip patches are shown in figure 8.17a and b, for scenarios B and C,
respectively, and the remaining subplots represent the response spectra at the three stations. In ad-
dition, the ground acceleration and velocity time histories for stations 3 and 4 are plotted in figure
8.18. The analysis reveals that the effects of the concentrated slip in the forward directivity zone
are largest at stations immediately following the slip patches, and decrease as the distance from
the asperities increases. The localized slip in scenario B seems to primarily impact the mid-long
period component, whereas the slip patches in scenario C have higher impact on the short-period
component. For example, station 2 - which is in front of a single patch in scenario B - coincides
with a higher amplitude of the spectral velocity in scenario B (figure 8.17c) over a wide range of
long periods (upwards of 1.5 seconds), and the spectral accelerations are marginally higher. The
PGV of scenario B at station 2 is amplified by 62% compared to scenario A, yet the peak ground
accelerations are lower than scenario A by 18%. Similarly, at station 3, which follows the second
patch in scenario B and a single patch in C, the long-period component is significantly impacted
in scenario B. This observation is apparent in both the acceleration and velocity spectra in figure
8.17d, which are amplified substantially over periods larger than 0.5 sec, compared to scenario A.
Some amplification is observed in scenario C over the same range of periods as well. However, the
amplification in scenario C is higher for short periods (less than 1.0 second), and is detected in the
magnitudes of both the ground accelerations and velocities (figure 8.18c.) For instance, at station
3, the ratios of the PGA and PGV of scenario C/scenario A are 1.5 and 1.6, respectively, indicating
both low and high frequency component amplification. In contrast, the ratios of the PGA and PGV
of scenario B/scenario A are 1.2 and 2.6, indicating a primarily low-frequency effect. At station 4
- which is close to the end of the scenario C asperities - a similar broadband impact on the ground
motion intensity is observed in Scenario C. In addition, both the peak ground accelerations and
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Figure 8.16: Trends of maximum interstory drift parallel to the fault due to the FN component of
all rupture scenarios at different normal distances: (a) at 1 km for the 3-story building; (b) at 1
km for the 12-story building; (c) at 10 km for the 3-story building; (d) at 10 km for the 12-story
building.
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Figure 8.17: Response spectra at stations 2, 3 and 4 for all three rupture scenarios: (a) locations
of the stations relative to the slip patches of scenario B; (b) locations of the stations relative to the
slip patches of scenario C; (c) acceleration and velocity spectra at station 2; (d) acceleration and
velocity spectra at station 3; (e) acceleration and velocity spectra at station 4.

velocities are amplified by factors of 2.8 and 2.4, compared to scenario A. A modest impact is seen
at this station in scenario B because this station is relatively far from the slip patches.

An important implication of the previous observations is that, depending on the locations of the
asperities, buildings with different frequency characteristics may see varying impacts. At station
4, for example, where the high-frequency amplification is significant in scenario C, the 3-story
building experiences extreme drift and component rotation demands. In contrast, the 12-story
building at the same station experiences similar demands due to both scenarios B and C. These
observations are demonstrated in figure 8.19 which displays the drift envelopes, plastic hinges and
maximum rotation demands at station 4 in all three scenarios. It is also surprising that, contrary to
the previous observations, the demands imposed on the 3-story building by scenario A at station
4 are marginally higher than the demands due to scenario B. This observation may be explained
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Figure 8.18: Ground acceleration and velocity time histories for all rupture scenarios at: (a) station
3; (b) station 4.
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by the fact that the presence of the concentrated slip may lead to reducing the background slip
over some locations in the domain (because all scenarios have the same overall magnitude). Such
locations are typically far from the asperities, as is the case for station 4 which is only 1 km away
from the fault, yet about 12 km away from the scenario B slip patch.

Although the preceding results show significant spatial variability in the structural and spectral
demands depending on the relative locations of the building and the slip patches, the absolute
effects of the asperities are primarily similar. For seismic risk assessments which utilize simulated
earthquake ground motions, an important question is the number of different scenarios that shall
be used to encompass the full range of expected variability of ground motion intensity. Answering
this question requires studying a large number of rupture scenarios, and the effects of the slip patch
geometry on the different frequency ranges. With that in mind, assessment of the rupture scenarios
in this study shows primarily spatial, but not quantitative, differences between the hybrid rupture
scenarios. This finding suggests that a small number of rupture scenarios would likely be sufficient
to represent the expected variability in risk.

8.3 Scenario-based distributions of ground motion intensity and
structural demands

A primary objective of this study is to inform the seismic performance assessment of structures
with regard to the expected spatial variability at a particular fault distance in a single earthquake
scenario, and the variability at a singular location due to multiple scenarios. The deterministic
observations made in the previous sections are summarized using cumulative distribution curves
which quantify the probabilities of not exceeding certain levels of ground motion intensity or struc-
tural demands for a given scenario; thus highlighting the expected values and dispersion associated
with these parameters due to the variability of the ground shaking. A group of such plots is shown
in figures 8.20 and 8.21 displaying the probabilities of non-exceedance for the spectral accelera-
tions, peak ground velocities and interstory drift demands for all stations located at 1, 10 and 15
km closest distance to the fault, particularly on the basin side of the domain and along the length
of the fault. The data points are plotted for all three scenarios, and a lognormal distribution is fitted
to the data. The median values (based on the actual data) and the logarithmic standard deviation
are shown in the legend of each subplot. The figures provide the following observations:

• As anticipated, for each given scenario, the spatial variability of SA(T1), PGV and MIDR
for both buildings is highest at a 1 km closest distance. In particular, the logarithmic standard
deviation ranges between 0.36 and 0.63 for SA(T1), between 0.41 and 0.61 for the PGV, and
between 0.43 and 0.72 for the MIDR demands. At a 10 km closest distance from the fault,
the median demands and ground motion intensity decrease significantly for all scenarios,
but the dispersion remains relatively high. For instance, the median MIDR for the 3-story
building decreases, on average, by a factor of 4.4 between the data points at a 1 km and 10
km closest distance, and the median MIDR for the 12-story building decreases by a factor of
2.3, whereas the logarithmic standard deviation for both buildings remains almost the same.
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Figure 8.19: Deformed shaped and MIDR envelopes at station 4 for the 12-story and the 3-story
buildings in: (a) scenario A; (b) scenario B; (c) Scenario C. Plastic hinges exceeding their rotation
capacities are flagged in blue.
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Figure 8.20: Cumulative distribution functions of ground motion intensity parameters for all rup-
ture scenarios at 1, 10 and 15 kilometers from the fault: (a) spectral acceleration at the first-mode
period of the 3-story building; (b) spectral acceleration at the first-mode period of the 12-story
building; (c) peak ground velocity.
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Figure 8.21: Cumulative distribution functions of the maximum interstory drift for all rupture
scenarios at 1, 10 and 15 kilometers from the fault: (a) for the 3-story building; (b) for the 12-story
building.
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• At a 15 km closest distance, the median values of all parameters decrease by a factor between
1.4 and 1.6 compared to their values at 10 km. The dispersion in the spectral and structural
demands for the 3-story building decreases significantly, whereas the the dispersion in the
demands of the 12-story building and the peak ground velocities remains high. For instance,
the logarithmic standard deviation of the 3-story MIDR decreases by a factor of 1.7 between
the data at 10 and 15 km closest distance, whereas the same parameter decreases by a fac-
tor of only 1.1 for the 12-story building. This is consistent with the observations made in
previous sections regarding the variability of the response of both buildings.

• The median values associated with the hybrid rupture scenarios (B and C) are consistently
higher than those associated with the stochastic scenario (A) at all distances, and - as demon-
strated previously - these differences do not decrease at longer distances from the fault. For
example, the average median MIDR of the hybrid rupture scenarios for the 12-story building
is 1.5 and 1.7 times that of the stochastic rupture scenario at a distance of 1 km and 15 km,
respectively. The median short-period spectral acceleration (SA(T1) for the 3-story) is the
parameter that is least affected by the introduction of the asperities in the hybrid scenarios
and changes only by up to 20% between the stochastic and hybrid rupture scenarios. On the
other hand, the median long-period spectral accelerations (SA(T1) for the 12-story) change
by a factor of up to 2.0.

• The dispersion of all the variables associated with the hybrid rupture scenarios is also con-
sistently higher for all parameters than the dispersion associated with the stochastic rupture
scenario, especially at longer distances. This observation is attributed to the higher demands
introduced in the hybrid ruptures only near the asperities, whereas the demands at locations
far from the asperities (or behind the asperities in the direction of rupture) remain relatively
low. The average logarithmic standard deviation for the MIDR of the 3-story building due
to the hybrid rupture scenarios is 1.3 and 1.6 times that due to scenario A at 1 km and 15
km, respectively. Similarly, for the 12-story building, the average dispersion in the MIDR
due to the hybrid ruptures is 1.3 and 1.5 times the dispersion associated with the stochastic
rupture scenario at 1 and 15 km, respectively. The higher dispersion associated with the
hybrid rupture scenarios at longer distances asserts the presence of large uncertainty due to
record-to-record variability at long distances from the fault, as well as short distances. Al-
though these findings are yet to be validated with a large recorded dataset of observations,
this study indicates that the hybrid rupture scenarios would give more conservative results in
seismic risk assessments.

• The results also suggest that the differences between the stochastic and hybrid ruptures be-
come more significant at relatively high demand or intensity levels. This is implied by the
similar probabilities of non-exceedance for all scenarios at the distribution tails, whereas
these probabilities differ significantly at higher demand levels. For instance, the 12-story
MIDR has a similar probability of not exceeding 1.5% for all scenarios (close to 25%); how-
ever, the probability of not exceeding 3.0% interstory drift is 90% for scenario A, and only
61% and 68% for scenarios B and C. This observation also suggests that the differences be-
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Figure 8.22: Characteristics of the ground motions at basin and rock sites within a 10 kilometer
distance from the fault: (a) locations of the considered ground motions; (b) acceleration response
spectra of basin and rock ground motion datasets; (c) a cumulative density function of the signifi-
cant shaking durations of basin and rock ground motion datasets.

tween the rupture scenarios would play an important role in determining the median collapse
capacity of structures.

• There is no significant difference between the dispersion associated with the two hybrid
rupture scenarios for all parameters. However, comparing the median values suggests that
scenario B, on average, is somewhat more damaging than scenario C. This is visually appar-
ent in the plots which show scenario C data points falling between those of scenario A and B
for all parameters and almost the entire range of probabilities. This trend does not change as
the distance from the fault increases. The median MIDR demand on the 12-story building is
on average 30% higher for scenario B than Scenario C, and the demand on the 3-story build-
ing is 20% higher between the same two scenarios. Similarly, the median SA(T1) for the
12-story building is on average 30% higher for scenario B than Scenario C. The short-period
spectral acceleration SA(T1) for the 3-story building is also the least affected parameter by
the changes in the asperities, with the average ratio between scenarios B and C equal to
1.1. In general, the results suggest that localized slip that is closer to the rupture source in a
unilateral rupture would result in higher spectral accelerations and more damaging effects to
structures. This indicates that, despite the large uncertainty associated with the rupture slip
patterns of earthquake faults, it is possible to determine locations of rupture slip that provide
more conservative risk estimates. Confirming such conclusions requires further analysis of
the effects of the locations and sizes of the slip patches. Nonetheless, the plots in figures
8.20 and 8.21 indicate that a performance assessment using scenarios A and B only would
not yield a substantial difference from an assessment using scenarios A, B and C.

132



(a) (b) (c)

0 20 40 60 80 100
10

15

20

0 20 40 60 80 100
10

15

20

0 20 40 60 80 100
X Coordinate (km)

10

15

20

1.0 2.0 3.0 4.0
MIDR Basin/rock Amplification

0 20 40 60 80 100
10

15

20

0 20 40 60 80 100
X Coordinate (km)

10

15

20

1.0 2.0 3.0 6.0
5-95% D

s
 Basin/rock Amplification

Y
 C

oo
rd

in
at

e 
(k

m
)

0 20 40 60 80 100
X Coordinate (km)

10

15

20

1.0 2.0 3.0 6.0
MIDR Basin/rock Amplification

Figure 8.23: Basin amplification ratio due to the FN (upper) and FP (lower) ground motions of
Scenario B for: (a) the MIDR in the 3-story building; (b) the MIDR in the 12-story building; (c)
the significant shaking duration.

8.4 Effects of the basin edge on ground motion intensity and
structural demands

The amplification of ground response due to focusing of the seismic energy by shallow sedimen-
tary basins has been analyzed in a number of studies for earthquakes such as the 1994 Northridge,
California and the 1995 Kobe, Japan earthquakes. Previous studies suggested that constructive
interference of direct waves with the surface waves generated at the basin edge can significantly
contribute to structural damage [Graves et al., 1998, Pitarka et al., 1996]. Despite the inclusion
of site effects in GMPEs [Campbell and Bozorgnia, 2014], systematic differences due to site
conditions and basin-edge effects remain difficult to characterize at short distances, because the
available databases combine motions from regions all around the world. The size and geologic
structure of the computational domain in this study allow for studying the amplification effects of
shallow basins (0.6 km deep), and the systematic differences between ground motion waveforms
and structural demands at the basin sites, compared to sites of identical source distances on rock.
The ground motion characteristics are analyzed at the basin and rock stations within 10 km of the
fault; this includes 3,267 stations on the sedimentary basin side, and 2,673 stations on the rock
side. These stations are highlighted in figure 8.22a. For all three scenarios, the spectral response
is consistently higher on the basin side. This is shown in figure 8.22b which displays the median
acceleration response spectrum and associated dispersion (2.5 and 97.5 percentile spectra) for both
sets of ground motions. The difference between the basin and rock motions is small at short peri-
ods, and increases for longer periods - becoming significant for periods longer than 2 seconds. As
a result, the structural demands near the fault are higher on the basin side for most locations than
the corresponding locations on the rock side, although there is significant variability in the size
of the difference. To understand the variation of the ground motion amplification near the fault,
maps of the basin amplification ratio of the ground motion intensity and structural demands were
created for the near-fault basin area specified in figure 8.22a. The amplification ratio for a given
parameter is defined as the ratio of the parameter’s value at a basin site to its value at the rock site
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of identical source distance. Examples of such maps are shown in figure 8.23a and b for the MIDR
of the 3-story and 12-story buildings due to the FN and FP components of scenario B. These maps
show that the structural demand amplification near the basin-edge is generally lower for the FN
component than the FP component, particularly for the high-frequency building. This observa-
tion suggests that the strong directivity effects in the FN component may dominate the response
at very short-distances, such that basin and rock sites experience similar demands. In contrast, the
demands due to the FP component, which is primarily free of directivity effects, experience the
highest amplification very close to the basin-edge. For instance, the 3-story FP MIDRs are shown
to be amplified by a factor of close to 6.0 at a 1 km distance from the fault. These results point
to systematic differences between the FN and FP components of motions near the fault on basin
soils, which can be important for ground motion selection in engineering risk analyses.

The amplification effects associated with the FN component of motions at basin sites tend to
increase with increasing distance away from the fault, particularly for low frequency components,
which is an expected trend caused by the slower attenuation of the low-frequency seismic waves.
These observations are demonstrated by examining the spectral accelerations, peak ground veloc-
ities and MIDRs at all stations that are 1 km away and 8 km away from the fault on both the basin
and rock sites; examples of such plots are shown in figure 8.24 and 8.25 for scenario A. The plots
support the observation that the basin amplification impacts are distance-dependent, because the
amplification at 8 km is consistently higher than the amplification at a 1-km distance, when looking
at the average values of the PGV, SA(T1) and MIDR. For example, at 1 km, the PGV on the basin
side is on average 20% higher than the PGV at the rock sites for all three scenarios, whereas the
ratio is 30% at an 8-km distance. The amplification trends at 8 km also reveal that the long-period
demands experience higher amplification than the short-period demands. For instance, SA(T1) for
the 12-story at the basin sites is on average 51% higher than rock sites, whereas the SA(T1) for the
3-story building increases by only 11% for all scenarios. The corresponding structural demands
follow a similar trend: the 12-story MIDR at basin sites (at an 8-km distance) increases by 57%
on average - compared to the corresponding rock sites - and the 3-story MIDR increases only by
15%.

The more severe demands imposed on the buildings located at basin sites are believed to be due
to the combined effect of the amplified ground motion intensity and increased shaking durations.
The 5-95% significant duration metric (5 − 95%Ds) is used in this study to assess the shaking
duration. This measure represents the duration between 5% and 95% of Arias Intensity, which is
computed as the integral of the square of the ground acceleration history over time ( π

2g

∫ T
0
a2(t)dt)

where T is the total time of the accelerogram, and g is the gravitational acceleration. The 5 −
95%Ds is intended to represent the duration where most of the seismic energy is released, and is
seen to correlate well with structural risk [Raghunandan and Liel, 2013, Marafi et al., 2016]. The
empirical cumulative distribution function of the 5 − 95%Ds for both sets of ground motions (at
basin and rock sites) in figure 8.22c reveals that the basin motions tend to have longer shaking
durations than rock sites, which is consistent with the observations of previous studies [Graves
et al., 1998]. The amplification maps in figure 8.23c indicate that the shaking duration at near-
fault basin sites is amplified significantly for both the FN and FP components (by a factor of up to
6.0). The increase in the shaking duration is found to be lowest at shorter distances, and increases
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Figure 8.24: Trends of the ground motion intensity and structural demands along the 9-km (rock)
and 11-km (basin) coordinate lines: (a) locations of the considered stations; (b) SA(T1) for the
12-story building; (c) SA(T1) for the 3-story building; (d) peak ground velocities; (e) maximum
interstory drift demands on the 12-story building; (f) maximum interstory drift demands on the
3-story building.

substantially as the distance increases (up to the 9 km distance limit of the map). It is also worth
noting that the increase in the shaking duration tends to follow different patterns for the FN and FP
components, implying that the strong directivity effects (which are typically associated with shorter
durations) may limit the amplification of the FN motion durations in the forward directivity zone.

The ground motion waveforms were also examined at several stations on the basin and rock
sides of the domain with identical source distances: stations 9 and 10 (figure 8.26a), and stations
8 and 11 (figure 8.27a). All four stations have the same x-coordinate; stations 8 and 11 are 8
km away from the fault on the rock and basin sides, respectively, and stations 9 and 10 are 1 km
away on each side. Comparing the waveforms at each station pair indicates that sites at very short
distances from the fault experience relatively small amplification in the ground motion intensity,
although the amplification seems to be larger for smaller amplitudes. As shown in figure 8.26, the
amplitudes of the acceleration, velocity and displacement time histories at basin sites at very short
distances are somewhat higher than at the corresponding rock sites; however, the shaking duration
is not significantly impacted. As the distance from the fault increases, the increase in ground
motion amplitude and shaking duration becomes more significant compared to the corresponding
rock sites. This observation is evident in figure 8.27, which shows the time histories of the ground
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Figure 8.25: Trends of the ground motion intensity and structural demands along the 2-km (rock)
and 18-km (basin) coordinate lines: (a) locations of the considered stations; (b) SA(T1) for the
12-story building; (c) SA(T1) for the 3-story building; (d) peak ground velocities; (e) maximum
interstory drift demands on the 12-story building; (f) maximum interstory drift demands on the
3-story building.
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motions at stations 8 and 11. The 5-95% significant duration increases from 5 seconds at station 8
(rock) to 14.7 seconds at station 11 (basin). A significant increase is also observed in the amplitudes
of the acceleration, velocity and displacement time histories. Consequently, the time histories at the
basin site contain several large velocity and displacement cycles that are not observed at the rock
site. The more severe velocity time history explains the larger spectral demands in the long-period
range at station 11 (figure 8.27b and c), and the larger increase in the 12-story MIDR demands as
compared to the 3-story building at the same location.

The analysis also suggests that a measure of the story drifts alone may underestimate the de-
mands imposed on the structural components at these near-fault basin sites. In particular, the effect
of the longer shaking durations may not necessarily manifest as increased story drifts, because the
additional cycles typically have smaller amplitudes. Instead, the larger number of cycles experi-
enced at basin sites significantly affects structures that are most susceptible to cyclic deterioration
effects, such as the reinforced concrete buildings considered in this study. The findings of this
study reveal that buildings at near-fault basin sites experience higher maximum rotation demands
compared to rock sites of identical source distances. The representative envelopes of the MIDR on
the 12-story building in figure 8.28 at stations 8 through 11 - along with the building plastic hinges
and maximum component rotation demands - demonstrate this observation. Although the maxi-
mum interstory drifts are similar for the buildings at stations 8 and 11, the building located at the
basin site experiences more significant plastic hinge formation at most floors, and the maximum
member rotation demand is doubled (from 12% to 25%), compared to the building at the rock site.
Similarly, the maximum rotation demand at basin station 10 is 2.7 times the maximum demand at
rock station 9, although the ratio between the MIDR demands at the two locations is only 1.3. The
significant increase of the plasticity demands may be related to the additional energy dissipation
and deterioration caused by the larger number of severe loading cycles. These results suggest that
the distance-dependent shallow basin amplification impact may be important for selecting ground
motions for a near-fault engineering analysis, as these longer-duration motions can substantially
amplify the demands on reinforced concrete structures, particularly those sensitive to the low-
frequency waves. These findings are consistent with those of Raghunandan and Liel [2013], who
studied the effects of earthquake duration on the collapse risk of reinforced concrete structures, and
Marafi et al. [2016] who showed that longer durations affect structures with cyclic deterioration,
but not elastic-perfectly plastic structures (i.e., structures modeled to primarily behave as such).
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Figure 8.26: Locations and characteristics of the ground motions at a pair of basin and rock stations
of identical fault and source distances: (a) locations of stations 9 and 10; (b) acceleration response
spectra at stations 9 and 10; (c) velocity response spectra at stations 9 and 10; (d) acceleration time
histories at stations 9 and 10; (e) velocity time histories at stations 9 and 10; (f) displacement time
histories at stations 9 and 10.
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Figure 8.27: Locations and characteristics of the ground motions at a pair of basin and rock stations
of identical fault and source distances: (a) locations of stations 8 and 11; (b) acceleration response
spectra at stations 8 and 11; (c) velocity response spectra at stations 8 and 11; (d) acceleration time
histories at stations 8 and 11; (e) velocity time histories at stations 8 and 11; (f) displacement time
histories at stations 8 and 11.
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Figure 8.28: Interstory drift envelopes, deformed shapes and maximum rotation demands for the
12-story building at two pairs of basin and rock stations with identical source and fault distance:
(a) station 8 (rock) at 8 km; (b) station 11 (basin) at 8 km; (c) station 9 (rock) at 1 km; (d) station
10 (basin) at 1 km.
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Chapter 9

Influence of Pulse-Like Ground Motion
Characteristics on Structural Risk

9.1 Characteristics of pulse-like ground motions
Evidence suggests that ground motions which have strong velocity pulses tend to have a more
damaging effect on structures, compared to ordinary ground motions [Baker and Cornell, 2008,
Champion and Liel, 2012]. For nonlinear near-fault analysis, ASCE 7-16 requires selecting ground
motion records with pulse-like characteristics, as a fraction of the selected ground motions [ASCE,
2017]. It has also been shown that near-fault ground motions do not necessarily have pulse-like
characteristics. A few studies have proposed methodologies to characterize the probability of
encountering pulse motions in the near-field; these probabilities are then used to inform the selec-
tion of ground motions for nonlinear time history analysis. However, due to the limited dataset
of available near-fault pulse-like records, classification of pulse-like motions and their likelihood
at near-fault locations remains an active research area that continues to improve as the available
dataset grows. Among other factors, the large scatter in the correlation between the spectral ac-
celerations and the structural demands, particularly for long-period structures, is thought to be
related to the presence of large pulses in the velocity records whose impact is not accounted for
by SA(T1) [Baker and Cornell, 2008]. The simulated ground motions in this study provide a
large, high-resolution and spatially uniform dataset for evaluating the effectiveness of available
pulse-characterization algorithms, and for studying the effect of these ground motions on struc-
tures. Identifying the important effects of near-fault pulse-like motions on structures using a large
and well-distributed dataset of simulated ground motions, which would not be possible using real
records, can aid the development of more efficient ground motion intensity measures and structural
reliability assessment approaches.

Among the available pulse-characterization approaches, the two algorithms selected for this
study [Baker, 2008, Shahi and Baker, 2014] generate reproducible results, and have been used
in a number of studies [Champion and Liel, 2012]. Both methods are based upon using wavelet
analysis to extract the largest velocity pulse in a ground motion velocity time series [Baker, 2008].
Both algorithms also use two additional conditions to classify a ground motion as pulse-like: the
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Figure 9.1: Map plots of the pulse-like ground motions and the associated pulse periods normalized
by the first mode period of the 12-story building for: (a) the FN component of scenario A; (b) the FP
component of scenario A; (c) the FN component of scenario B; (d) the FP component of scenario
B; (e) the FN component of scenario C; (f) the FP component of scenario C.
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pulse must arrive early in the velocity time history and have a larger amplitude than 30 cm/s.
The first approach [Baker, 2008], termed here as the single-component classification, processes a
single ground motion component; whereas the second approach [Shahi and Baker, 2014], termed
as the multi-component classification, processes two horizontal and perpendicular components of
ground motions to determine the presence of a pulse in any orientation. Both approaches were
used in this study to examine the pulse-like motions over the entire computational domain. How-
ever, since the response history analyses are performed using a single ground motion component,
the single-component algorithm was used to correlate structural response with the pulse charac-
teristics. Figure 9.1 shows the result of applying the single-component classification algorithm to
the full computational domain of all rupture scenarios. The plotted pulse maps show the pulse
classification of the FN components (subplots a, c and e) and the FP components (b, d and f) for
scenarios A, B and C, respectively. The pulse maps are color-coded by the value of the dominant
period of the largest pulse normalized by the first-mode period of the 12-story building.

Overall, both classification approaches detect most of the pulse-like ground motions within 15
km away from the rupturing fault. The pulse-like motions are primarily detected in the forward
directivity region, whereas very few pulses are detected in the backward directivity region, which
agrees with observations of previous earthquakes. The algorithm also detects many pulse-like mo-
tions in the FP component. Interestingly, some of the detected pulse motions in the FP component
extend to longer distances over the domain for scenarios B and C (up to the end of the domain -
29 km away from the fault). These pervasive FP pulses are arguably associated with the presence
of the concentrated slip patches of scenarios B and C, and seem to geographically coincide with
the locations of these asperities. Compared to the MIDR risk maps in figure 8.2, the locations of
pulse motions of the FP component also align with the geographical regions of the highest MIDR
demands. This correlation between the presence of pulse motions and the MIDR demands is less
clear for the FN component, and in general, less pulse motions are detected in the FN component,
despite the presence of large velocity pulses in many of the FN near-field sites. Close analysis
of the ground motions 1 km away from the fault suggests that the classification algorithms may
classify motions as non-pulse despite having pulse-like characteristics, and that the classification
may depend on the particular waveform of the classification criterion. Three pairs of velocity time
histories are shown in figure 9.2 which are extracted from the FN components of several stations
that are 1 km normal to the fault and in the forward directivity region. The ground motion stations
in each pair are separated by only 1 km, as shown in figure 9.2a. Despite having very similar
waveforms and almost identical peak velocity amplitudes, only one record in each pair is classified
as a pulse-like ground motion, whereas the other is classified as non-pulse (as tagged in the figure).
Comparing these records suggests that a larger number of ground motions with pulse characteris-
tics are present in the domain but may not be detected by the classification algorithms. In general,
however, ground motion records with visibly large velocity pulses - relative to the remaining part
of the velocity record - are classified by the algorithm as pulse-like motions, and are seen to cor-
relate with large structural demands, compared to ground motions with no large pulses at similar
distances. This trend is evident in the FN component records of stations 1 through 4 in figures
8.9 and 8.10 in the preceding chapter, in which the ground motions at stations 2 and 3 have strong
velocity pulses and induce higher structural demands, as compared to stations 1 and 4. It is, there-
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Figure 9.2: (a) locations of three station pairs 1 km away from the fault and separated by 1 km;
(b), (c) and (d) ground velocity time histories and pulse classifications (by the Baker [Baker, 2008]
algorithm) for the FN component at each station pair.
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Figure 9.3: Structural response and ground motion spectral characteristics of pulse and nonpulse
type motions in the FN component of scenario B: (a) MIDR envelopes for nonpulse motions; (b)
MIDR envelopes for pulse motions; (c) velocity spectra for nonpulse motions; (d) velocity spectra
for pulse motions; (e) acceleration spectra for nonpulse motions; (f) acceleration spectra for pulse
motions.
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Figure 9.4: Relationship between the maximum interstory drift ratios and the pulse period nor-
malized by the building first mode period in Scenario B: (a) for the 3-story building; (b) for the
12-story building.

fore, of interest to compare the ground motion and structural response properties associated with
pulse and non-pulse ground motions at short distances from the fault.

Despite the drawbacks of the classification algorithm, examining the motions classified as pulse
and non-pulse offers useful insight on the relationship between the pulse characteristics and struc-
tural response. The differences in the pulse characteristics of the simulated ground motions are
studied for sites within 10 km normal to the fault. In scenario B, for example, only 21% of the
ground motions in that region are characterized as pulse-like. The acceleration and velocity re-
sponse spectra for these motions are shown in figure 9.3c through f for both pulse and non-pulse
subsets, along with the median, 16th and 84th percentiles. The figure also shows envelopes of the
maximum interstory drift of the 12-story building for each ground motion subset (subplots a and
b), in addition to the mean and standard deviation of all envelopes. Examining the median ac-
celeration spectrum demonstrates that pulse motions tend to have larger spectral acceleration than
non-pulse motions over the entire range of periods, although the differences are more significant
up to a period of about 2.5 seconds. Similarly, the median velocity spectrum of pulse motions has
larger values over the entire range of periods, and has a distinct peak near half the first-mode period
of the 12-story building, which is not seen in the non-pulse median spectrum. Despite the trends
indicated by the median spectra, individual non-pulse ground motions in the near-field can have
comparable spectral accelerations and velocities to those of pulse-like motions, which is specu-
lated to be due to misclassification of records by the criterion used in this study, although a more
sophisticated classification algorithm is needed to confirm this observation.

The envelopes of the MIDR for the 12-story building are observed to follow a similar trend:
the mean MIDR for the pulse type group is higher than that of the non-pulse group over the en-
tire height of the building, with a maximum difference of 84% at the first story, yet relatively large
MIDR demands are caused by ground motions in both groups. The same observations can be made
for pulse-like motions in scenarios A and C. Table 9.1 lists the PGV and spectral and structural
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Table 9.1: Characteristics of pulse vs. non-pulse ground motions in the forward directivity region

Dataset Number Mean Mean Mean Mean Mean
of PGV SA(T1)/γ - SA(T1)/γ - MIDR - MIDR -
records (m/s) 3 story 12 story 3-story (%) 12-story (%)

Pulse 1054 1.19 10.16 5.01 2.78 1.98
Non-pulse 3206 0.82 7.96 3.92 1.89 1.62

response characteristics associated with pulse and non-pulse motions of the FN component in the
forward directivity region, which is defined as the region within 10 km normal to the fault and
in the direction of the rupture propagation (between the rupture source and the right end of the
domain; i.e., excluding stations in the backward directivity zone). For all three scenarios, only
25% of the records are classified as pulse motions in that region. The near-fault pulse subset has a
mean PGV that is 45% higher than the PGV of the non-pulse subset. Similarly, the mean SA(T1)
values for the 3-story and 12-story buildings in the pulse-like dataset are both 28% higher than
those of the non-pulse motions. The mean MIDR for both buildings associated with the pulse-like
dataset is also higher by 47% and 22% for the 3-story and 12-story building, respectively, com-
pared to the non-pulse dataset. The findings of this study support the empirical observation that
ground motions at short distances from the fault do not necessarily contain large velocity pulses
with significant damaging effects to structures. The fraction of pulse motions in the near-field
is, however, likely higher than the 25% determined in the rupture scenarios analyzed herein and
classified by the Baker algorithm. Nonetheless, the general trends demonstrate the complexity of
near-fault motions, and suggest that the results of nonlinear time history analyses of structures at
near-fault locations are sensitive to the analyst’s selection of ground motion records. Simulated
ground motions from different rupture scenarios, such as those created in this study, provide large
and spatially-dense datasets that can help improve the sophistication of pulse-classification algo-
rithms, and the procedures which predict the likelihood of encountering a large pulse at a given
near-fault location.

9.2 Relationship between structural properties and frequency
of ground motion pulses

An important characteristic of ground motions containing strong velocity pulses is the frequency
content of the largest pulses. Several researchers characterized this property by determining the
dominant period of the largest pulse in the velocity time series Tp, and many concluded that the
response of structures is sensitive to the ratio of the pulse period to the first-mode period of a given
structure Tp/T1 [Baker and Cornell, 2008, Champion and Liel, 2012]. Comparing the pulse maps
of the FN component in figure 9.1 and the corresponding risk maps of the 12-story building in
figure 8.2 suggests that the relationship between Tp/T1 and the MIDR is rather complicated. In
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Figure 9.5: Structural response and spectral characteristics for three groups of ground motions in
Scenario B with different Tp/T1 ratios: (a) MIDR envelopes for the 12-story building; (b) velocity
response spectra; (c) acceleration response spectra.
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other words, the highest structural demands may coincide with locations of pulse motions with
short or long-period pulses, or non-pulse motions (as classified by the algorithm). Nonetheless,
examining the variation of the MIDR as a function of Tp/T1 for each scenario reveals local trends
in the data that are different for the 12-story and the 3-story buildings. Figure 9.4a shows an
example of such a plot depicting the 3-story building response to the FN pulse motions of scenario
B, and figure 9.4b shows a similar plot for the 12-story building response to the same motions. In
both plots, the color-coding incorporates a third parameter, the peak ground velocity, to illustrate
the dependence of the results on that parameter. The mean MIDR for the entire dataset is also
highlighted with the dotted gray line. To examine the local variations in the data, a nearest-neighbor
kernel smoothing estimator of the data (a moving average) is plotted as well, with a moving window
size of about 10% of the number of the data points in each plot. Analysis of the relationship
between the MIDR and the pulse period reveals the following trends:

• For both buildings, there is a considerable dispersion in the MIDR demands with respect to
the Tp/T1 ratio. This dispersion is found to be primarily due to variations in the record’s
PGV, as highlighted by the color-coding in the figure. In other words, the structural demands
at stations with the same pulse period strongly correlate with amplitude of the pulse. A
similar correlation exists with the spectral accelerations SA(T1). The results suggest that
ground motion IMs which incorporate SA(T1) or the PGV along with a measure of the pulse
period would perform comparably for structures subjected to pulse-like motions.

• For the 3-story building, the largest structural demands are generally observed at Tp/T1 ratios
between 2.0 and 3.0, although the results show that significant demands may be imposed at
stations with relatively long pulse periods (close to 6 times the structure’s first-mode period)
in some cases. The large demands near Tp/T1 ratios of 2.0 are consistent with the results
of previous studies [Baker and Cornell, 2008, Champion and Liel, 2012], and are presumed
to be a result of the elongation of the building’s first-mode period as the ground motion
intensity increases and the building behaves inelastically. Therefore, the building effective
period is usually near 2T1. It is noted, however, that very few pulses with a period near the 3-
story building first mode period are present in the data. Therefore, it is difficult to accurately
determine the mean demands near T1. Another implication of the lack of short-period pulses
is that they may not generally be expected in a rupture scenario of magnitude 7. Therefore,
for stiffer buildings, pulse-like motions would only be relevant for risk assessments at near-
fault sites only, where the ground motion intensity is high enough to induce yielding and
period elongation, making the structure sensitive to the relatively long-period velocity pulses
in the ground motions.

• For the 12-story building, the highest MIDR demands are observed at Tp/T1 ratios between
2/3 and 1.5, for all scenarios. Relatively large demands are observed at a Tp/T1 ratio close
to 2.0 in some locations, but the demands drop significantly for periods larger than twice the
first-mode period. This observation is consistent with the findings presented in the preceding
chapter which suggest that the 12-story building does not experience as much yielding as
the 3-story building at most locations. Therefore, the building’s first-mode period does not
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Figure 9.6: Pulse periods (normalized by the 12-story building period) along the y-coordinate
normal to the fault for basin and rock sites.

elongate significantly and the building remains primarily sensitive to pulses with periods
near its first-mode period. Considering the range of pulse periods generated in all scenarios,
and because the 12-story building response may be influenced by higher mode contributions,
the 12-story building appears to be sensitive to a wider range of the generated pulses in this
study, as compared to the 3-story building.

The frequency content of the velocity pulses seems to also play a significant role in determining
the distribution of the structural demands over the height of the 12-story building. The relative
distribution of structural demands over the building height may depend on the frequency content
of the largest pulse, regardless of the spectral acceleration content. For example, ground motions
with pulses much shorter than the building’s first-mode period may result in higher demands on
the upper stories, compared to motions with pulse periods near the building’s first-mode period.
Figure 9.5a displays the envelope of the MIDR over the height of the 12-story buildings due to
ground motions in Scenario B with pulses that have normalized periods Tp/T1 in the following
ranges: group 1 between 0.4 and 0.6, group 2 between 0.8 and 1.2 and group 3 between 1.5 and
2.0. The mean demands and dispersion (standard deviation) are also plotted in each subplot. The
underlying ground motions were selected based solely on their classified pulse period, with no
regard for other intensity measures. Along with the MIDR envelope plots, the causative ground
motion acceleration and velocity response spectra are also depicted in the figure (subplots b and c),
in addition to the median, 16th and 84th percentile spectra. The distribution of structural demands
along the building height is relatively uniform for pulses with periods near half the building’s first
mode period, which generally impose lower demands compared to other periods. However, the
ground motions in this group may cause relatively large demands on the upper stories as a result of
exciting the building’s higher modes. For instance, the mean MIDR demands at stories 10 through
12 are marginally higher for this group of ground motions than the mean MIDR in the other groups
with longer pulses, although the demands at the lower stories (1-7) are much smaller. The largest
MIDR demands are concentrated in the lowest stories for the motions in the second group (with
pulses near T1), because these motions would primarily excite a first-mode response. Finally, at
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pulse periods larger than 1.5 T1, the mean demands decrease but the highest demands become even
more concentrated in the lowest stories, although only a small number of records was available
in this group. This observation indicates that the contribution of higher vibration modes is less
important when the building is subjected to relatively long-period pulses. For example, while the
mean demands are similar in the first three stories in groups 2 and 3, the MIDR demand at the
8th story in group 3 is half of the mean demand in group 2 at the same floor. For ground motions
with pulse periods larger than 2T1 (not plotted), the maximum mean structural demands decrease
significantly (in this case, by 46% compared to group 3), although they remain concentrated in the
lowest stories.

The findings above suggest that the frequency content of the ground motion velocity pulses
may substantially impact the perceived structural risk, and the demands expected at different sto-
ries, particularly for long-period buildings. They also indicate that second or higher mode contri-
butions may become important for risk assessments for relatively flexible structures. Examination
of the ground motion spectra reflects the changes in the median SA(T1) as the pulse frequency con-
tent increases. SA(T1) differs significantly between groups 1 and 2 (increases by 146%), whereas
the spectral acceleration at the second-mode period (around 1/3 of T1) increases by only 15%.
Although SA(T1) decreases by 33% between groups 2 and 3, both groups induce similar mean
maximum demands on the building but relatively differing demand distributions over the building
height. In contrast, the shape of the median velocity spectrum differs significantly between groups
of ground motions with different pulse periods. The median and percentile spectra of group 1 have
a distinctive peak near half of T1, whereas the median spectra of groups 2 and 3 show shifting of the
energy toward longer periods, with flatter peaks near the selected range of the pulse periods. These
observations indicate that ground motion velocity spectra can provide a reasonable indication of
the frequency content of the velocity pulses; however, not all individual ground motions show dis-
tinctive peaks in their velocity spectrum near the pulse period, particularly for long-period pulses.
A similar study for the 3-story building demonstrates that the largest structural demands coincide
with pulses that are twice the building’s first-mode period, and that the demands remain significant
up to Tp/T1 ratios of 4.0, which is indicative of significant yielding in the building components.

9.3 Relationship between velocity pulses and site conditions
Examining the spatial variability of the frequency content of the velocity pulses suggests a site-
dependent effect on the detected pulse periods. In general, more pulse motions are detected on the
rock side of the near-fault region compared to the basin side. However, the mean pulse periods on
rock sites are considerably lower than those on sedimentary basin soils within the same distance
range. This is apparent in figure 9.6 which shows the pulse periods (normalized by T1 of the 12-
story building for all the pulse motions detected in all scenarios (1196 records) vs. the y-coordinate
of the domain (normal to the fault); the location of the fault is also marked with a dashed line. The
moving mean of the data is plotted, in addition to the mean of the entire dataset (represented by
the dashed gray line). A significantly smaller number of pulse ground motions is detected at basin
sites relative to rock sites within 10 km of the fault, although this could partially be an artifact of
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the pulse waveform criterion implemented by the classification algorithm, as previously discussed.
At the same time, basin sites within 10 km have higher mean pulse periods than rock sites within
the same distance range. Between 10 and 20 km away from the fault, some pulse motions are
detected, but these represent only about 4% of the ground motions in that distance range. The
detected pulse motions at longer distances have distinctively longer period content, and would
probably be of concern to flexible structures at long distances from the fault. The effect of the
site properties on the structural response, however, remains dependent on the effective period of
the building. For the 12-story building, basin sites with long-period pulses are associated with
the highest structural demands, whereas the 3-story building at the same sites is not significantly
affected by the long-period pulses.
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Chapter 10

Part II Summary, Conclusions and
Recommendations

The study presented in part II of this report utilized a suite of broadband physics-based simu-
lated earthquake ground motions to characterize the regional-scale variability of risk to reinforced
concrete (RC) structures, particularly at short distances from the rupturing fault. The ground mo-
tions were generated using kinematic fault rupture models with three-dimensional wave propaga-
tion physics over domains containing billions of grid points, and resolved up to a frequency of
5 Hz. Over forty thousand nonlinear response history simulations were conducted on two short
and mid-rise RC special moment frame buildings, which were designed to satisfy modern code re-
quirements. The simulation models for the buildings are based on the lumped-plasticity modeling
approach, which incorporates the expected nonlinear behavior of structural components due the
combined effects of concrete spalling and crushing, steel rebar slip, buckling and fracture using
plastic-hinge models. The nonlinearities manifest in the model as deterioration in the strength and
stiffness of the structural components subjected to repeated loading cycles, and their inclusion is
critical for understanding the demands imposed by earthquake events on RC structures. The goal
of this study was to explore several questions of engineering importance regarding the variability
of structural risk within a single earthquake scenario and between different rupture scenarios, and
the impact of the characteristics of near-fault ground motions on the expected structural demands
for buildings with different stiffness and ductility properties. Ground motion waveforms, common
measures of ground motion intensity and structural response quantities were studied at several dis-
tances from the earthquake fault and epicenter, and the associated dispersion was quantified. The
findings of this study are summarized as follows:

• Studying the ground motion and structural response characteristics at identical fault dis-
tances over the domain demonstrates the large variability at short distances associated with
the intensity measures (peak ground velocities and spectral accelerations) and structural de-
mands (maximum interstory drift ratios (MIDR) and member rotation demands). The MIDR
demands on short-period structures may vary by a factor of close to 8.0 at a distance of 1 km
from the rupturing fault. The large dispersion in the structural response drastically decreases
as the distance from the fault increases. In this study, both the magnitudes and dispersion of
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the spectral and structural demands decrease significantly beyond a distance of 15 km away
from the fault.

• Accumulation of the seismic waves as the rupture front propagates generates strong velocity
pulses in the FN component of ground motions in the forward directivity path, as established
in many studies. This study shows that such effect is primarily concentrated with a 10 km
normal distance to the fault for unilateral M7.0 vertical strike-slip scenarios, and may lead
to extreme MIDR and member rotation demands. Analysis of the ground motion intensity
and structural demands at several stations in the forward directivity path suggests that the
demands may increase significantly as the distance from the rupture source increases up to
a certain distance dependent on the rupture characteristics (in this study, it is about 60 km
away from the rupture source in all scenarios). Beyond this distance, the structural demands
decrease substantially, and the ground motions exhibit lower intensity and characteristics
similar to far-field motions, and motions in the backward directivity region. A strong di-
rectivity effect is absent from the FP component of all motions, yet relatively significant
structural demands are observed over larger parts of the domain, as compared to the FN
component.

• Ground motions at sites on shallow sedimentary basin soils have higher acceleration, velocity
and displacement amplitudes and shaking durations compared to sites with identical source
distances on rock. The interstory drift demands at basin sites are on average higher than the
corresponding rock sites, particularly for flexible buildings. In addition, the longer shaking
durations at basin sites significantly impact the maximum rotation demands of the structural
members, and are anticipated to lead to more deterioration and structural damage.

• Many aspects of the structural response at short distances from the fault are shown to depend
on the dynamic properties of the buildings, and their relationship with the frequency content
of the ground motions. The response of the long-period building in this study, which is
expected to be sensitive to a broader range of frequencies, retains significant variability over
longer distances from the fault, as compared to the short-period building. The long-period
building is also found to be more sensitive to ground motions with strong velocity pulses,
because many pulse-like motions contain low-frequency pulses that are near the effective
period of the building. Most of the detected long-period pulses do not substantially impact
the demands on the short-period building.

• The acceleration response spectra of the simulated ground motions compare reasonably well
with the spectra of available recorded near-fault motions, particularly in the long-period
range. The medians of the simulated ground motions generally overestimate the spectral re-
sponse in the short-period range, compared to the available dataset of observations. The re-
sponse of the buildings to the simulated motions is generally consistent with their response to
recorded motions, particularly the long-period 12-story building. The hybrid rupture scenar-
ios with localized slip patches generate ground motions that produce high spectral demands,
peak ground velocities and structural demands that closely agree with the demands of avail-
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able real records. This finding supports the use of the hybrid rupture models in conducting
seismic risk assessments.

• The presence of localized high-slip patches along the fault consistently leads to higher
ground motion intensity and structural demands over regions of the domain that are near
the patches, and presumably leads to higher demand variability at a given distance from the
fault. The comparison between the demands induced by the stochastic rupture scenario, hy-
brid rupture scenarios and real records suggests that utilizing the stochastic scenario alone
in a seismic risk assessment may lead to underestimating the structural demands and record-
to-record variability at both near-fault and far-field sites.

• The amplification effects of the slip patches in the hybrid rupture scenarios are seen in both
the FN and FP components of the ground motions. In the FN component, these impacts
ate concentrated in the forward directivity zone, whereas the amplification of the structural
demands due to the FP component is more significant at longer distances from the fault.

• Changes in the locations of the high-slip patches are seen to shift the locations of the max-
imum structural demands, and have a minor effect on the frequency content of the ground
motions and expected magnitudes of the spectral and structural demands. Examining a large
number of rupture scenarios with different slip-patch locations and geometries is necessary
to determine the sufficient number of scenarios for an engineering risk assessment. However,
the preliminary findings of this study suggest that slip patches that are located closer to the
rupture source in a unilateral rupture may produce more damaging effects. The minor differ-
ences between both hybrid rupture scenarios also suggest that a small number of scenarios
would likely suffice for an engineering risk analysis.

• Examining the pulse characteristics of the simulated ground motions indicates that only
about 25% of the records within a 10 km distance from the fault are detected as ‘pulse-like’
by the classification algorithm developed by Shahi and Baker [2014]. Closer examination of
the velocity waveforms of ground motions within 1 km of the fault suggests potential issues
with the classification algorithm, which may mis-classify records to be non-pulse despite
having relatively strong velocity pulses. In general, pulse-like motions were detected within
a 15 km distance from the fault in the FN component, and most of them in the forward
directivity region. Looking at the FP component, several pulse-like motions were detected
over longer distances away from the fault, particularly in the hybrid rupture scenarios. The
locations of these ground motions coincided with the locations of the localized slip patches
and highest structural demands in the domain.

• The pulse-like simulated ground motions are found to have higher median spectral acceler-
ations, mean peak ground velocities and mean structural demands than non-pulse motions.
The maximum values of the MIDR and the distribution of demands over the building height
are seen to depend on the relationship between the frequency content of the building and
that of the most significant velocity pulse in the ground motion record. The more flexible
and less ductile 12-story building in this study was most sensitive to pulse motions with a
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pulse period between 2/3 and 1.5 of the building’s first-mode period, and the longer-period
pulses imposed the highest demands on the lowest stories. The stiffer and more ductile 3-
story building experienced the largest deformations when subjected to ground motions with
pulse periods between 2 and 3 times the building’s first-mode period, which is indicative of
significant yielding.

The findings of this study provide important insight regarding the variability of ground shak-
ing and structural demands for seismic risk assessments of structures subjected to shallow crustal
earthquakes, and recommendations regarding the use of simulated earthquake ground motions to
conduct such assessments. Parametric sensitivity studies are necessary to examine characteristics
of the rupture that were not considered in this study and would be expected to affect the resulting
structural demands; these include different source locations, different geometries of the rupture
slip patches, and varying depths to the top of the rupture. Future studies with a larger number of
scenarios will also characterize the dispersion in the structural collapse risk at a particular distance
from the fault due to many possible ruptures from a single fault, in addition to examining the im-
pact of the large permanent ground displacements (fling step) associated with the FP component
of the ground motions on the structural risk near the fault.
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Appendices
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Appendix A

Stiffness of the Structural Members in the
Lumped Plasticity Models

This appendix describes the process for obtaining the structural stiffness of the beam elements with
different boundary conditions, which is used to determine the lumped plasticity analysis model
input parameters. The 4x4 stiffness matrix for a beam element (ignoring the axial deformations),
can be derived using a cubic polynomial function for the transverse displacement field along the
element:
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(A.1)

which includes two degrees of freedom (DOFs) at each node: transverse displacement and rotation.

A.1 Members in double-curvature bending
Beam and column members in moment frames subjected to lateral loading are in double-curvature
bending (see figure A.1). To arrive at the stiffness expression for these members, we apply the
boundary conditions (BCs) shown in figure 1.1a, thereby restraining the transverse displacements
at both nodes, and allowing rotations; i.e., θ1 6= 0; θ2 6= 0; v1 = v2 = 0. The force-deformation
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relationship of the element becomes:
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(A.2)

For members in double-curvature, let θ1 = θ2 = θ, which leads to the following relationship
between the end moment and rotation:

M1 = M2 =
6EI

L
θ (A.3)

Therefore, the rotational stiffness of the beam element is:

Kdouble =
6EI

L
(A.4)

and the resulting shear forces at the nodes are:

V1 = −V2 =
M1 +M2

L
=

12EI

L
θ (A.5)

A.2 Members in single-curvature bending
A cantilever beam, or a beam in single curvature bending, may be considered equivalent to a beam
in double-curvature of twice the length (refer to figure A.1). Therefore, the rotational stiffness of
the cantilever beam may be determined based on equation (A.4) as:

Ksingle =
6EI

2L
=

3EI

L
(A.6)
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Figure A.1: equivalence between beam members in double- and single-curvature bending
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Appendix B

RC Building Structural Design Workflow

This appendix presents the workflow used for designing the RC buildings created in this study.
The design process was conducted using a Jupyter Notebook [Kluyver et al., 2016], which is a
combination of text, python-based scripts and figures. A design example of a 12-story special
moment frame building is presented in this appendix.
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Seismic Design of a 12-story RC SMF Building-3D

1 Structural design of a 12-story reinforced concrete special moment
frame building in Berkeley, CA - 3D Analysis

Notes:

• Following the ASCE 7-16 provisions for determining loads, and ACI 318-14 for concrete
design.

• Most of the design follows the design example of the 2015 NEHRP Seismic Provisions
• Near fault sites: (with 15 km of an active fault capable of M7, or 10 km of an active fault

capable of M6 - with exceptions in ASCE 7-16)
• Reinforced concrete frame members not designed as part of the seismic force-resisting sys-

tem shall comply with Section 18.14 of ACI 318.

Design parameters:

• Location: Berkeley, CA
• Site class: C (very dense soil and soft rock)
• Risk Category: II
• Importance factor = 1.0
• Seismic response spectral parameters were obtained from the ATC hazard by location map

(according to ASCE 7-16)

Structural modeling: The following reduction factors were applied to the moment of interia
of the model sections to account for cracking, presence of axial loads and loading duration effects
(creep): 0.5 for columns, and 0.3 for beams.

[1]: # units

inch = 1.0;

kip = 1.0;

sec = 1.0;

ft = 12*inch;

lb = kip/1000;

ksi = 1.0;

psi = ksi/1000;

psf = ksi/1000/(12*12);

pcf = kip/1000/(12*12*12);

# normal weight concrete

rcdensity = 150*pcf;

lam = 1.0;
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g = 386.1*inch/(sec**2)

[2]: # Building Geometric Parameters

import numpy as np

Nstory = 12;

Nbayx = 4;

Nbayy = 4;

Wbayx = 20*ft;

Wbayy = Wbayx;

Hcol1 = 18*ft;

Hcol = 13*ft;

Lbeam = Wbayx;

# Assume these dimensions for now

hbeam = 30*inch;

bbeam = 20*inch;

dcol = 30*inch;

bcol = dcol;

I_reduction_col = 0.5 # a little different than ACI 318 factors

I_reduction_beam = 0.3

Ncol = 25;

Nframe = 5; # Number of frames carrying the seismic weight per direction

Hbuilding = Hcol1 + Hcol*(Nstory - 1);

Lstory = np.empty(Nstory)

Lstory[0] = Hcol1

Lstory[1:] = Hcol

# material properties

## normal weight concrete

fc = 5*ksi

fy = 60*ksi

Est = 29000*ksi

# Slab thickness is determined using table 8.3.1.1 (ACI-318-14) - also check 

↪→table 8.3.1.2

# for Steel grade 60

tmin = Lbeam/33; print('minimum slab thickness = ',round(tmin,1),' inches')

tslab = 8*inch;

minimum slab thickness = 7.3 inches
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[3]: # Dimensional limits for beams of special moment frames

clear_span = Lbeam - dcol

if clear_span < 4*hbeam:

print('INCREASE SPAN OR DECREASE BEAM DEPTH')

bbeam_min = min(0.3*hbeam,10)

if bbeam < bbeam_min:

print('INCREASE BEAM WIDTH')

# If the width of the beam exceeds the width of the supporting column, check the 

↪→requirements of ACI 318-14 section 18.6.2.1

# Dimensional limits for columns

if dcol < 12.0:

print('INCREASE COLUMN DIMENSION')

if bcol < 12.0:

print('INCREASE COLUMN DIMENSION')

1.1 1. Seismic Design Requirements

[4]: Ss = 2.154 # Short period MCE response spectral acceleration (USGS hazard tools

S1 = 0.83 # 1-sec period MCE response spectral acceleration

Fa = 1.2 # Short period site coefficient - ASCE7-16 Table 11.4-1

Fv = 1.4 # 1-sec period site coefficient - ASCE7-16 Table 11.4-1

print ('Response spectral acceleration parameters adjusted for site effects')

S_ms = Fa*Ss; print ('S_ms = ',S_ms)

S_m1 = Fv*S1; print ('S_m1 = ',S_m1)

print ('Design spectral acceleration parameters')

S_DS = round(2/3*S_ms,3); print ('S_DS = ',S_DS)

S_D1 = round(2/3*S_m1,3); print ('S_D1 = ',S_D1)

Response spectral acceleration parameters adjusted for site effects

S_ms = 2.5848

S_m1 = 1.162

Design spectral acceleration parameters

S_DS = 1.723

S_D1 = 0.775

[45]: # create the response spectrum plot

import matplotlib.pyplot as plt

## determine period limits first

T0 = round(0.2*S_D1/S_DS,5); print('T0 = ',T0)

TS = round(S_D1/S_DS,5); print('TS = ',TS)
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TL = 8 # Long period transition period (USGS hazard tools - ATC hazard map or 

↪→ASCE7-16)

# design response spectrum

T = np.arange(0.,10.,0.01)

Sa = np.empty(len(T))

for i in range (0,len(T)):

if T[i] < T0:

Sa[i] = S_DS*(0.4 + 0.6*(T[i]/T0))

elif T[i] >= T0 and T[i] < TS:

Sa[i] = S_DS

elif T[i] > TS and T[i] <= TL:

Sa[i] = S_D1/T[i]

else:

Sa[i] = S_D1*TL/(T[i]**2)

plt.plot(T,Sa)

plt.xlim([0,10])

plt.xlabel('Period (sec)')

plt.ylabel('Spectral Acceleration Sa (g)')

plt.title('Design Response Spectrum');

T0 = 0.08996

TS = 0.4498
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[6]: # Determine seismic design category (section 11.6 - ASCE 7-16)

I = 1.0 # importance factor

# Risk Category II buildings with S1 >= 0.75 -> Seismic Design Category E

# Structural system design parameters (table 12.2-1 - ASCE 7-16)

# system: Special RC moment frame

# requirement sections: 12.2.5.5 and 14.2

R = 8 # response modification factor

omega = 3 # overstrength factor

Cd = 5.5 # deflection amplification factor

# Allowable interstory drift limit

delta_a = 0.02

# no torsional irregularity

# It is assumed (and will be verified later) that no soft/weak story 

↪→irregularity exists.

# Assumed redunduncy factor

rho = 1.0

# write the scaled design response spectrum for MRSA

file1 = open(r'RS.txt','w+')

for i in range(0,len(T)):

file1.write(str(round(T[i],2))+' '+str(round(Sa[i]/(R/I),3))+'\n')

file1.close()

1.2 2. Determination of Seismic Forces

Assumptions: - Because the building is symmetric in configuration, no horizontal irregularities of
the types listed in table 12.3-1 exist; therefore, the building is modeled using a 2D representation -
For the purpose of determining the diaphragm flexibility, the span of the diahphragm should be
considered as the distance between the lateral-load resisting elements. In this case, the span-to-
depth ratio of the diagphram is 1.0; therefore, a rigid diaphragm assumption is permitted.

[7]: # Preliminary member sizing

# To determine preliminary sizes, analyze the building using approximate 

↪→analysis methods under the appropriate

# combinations of dead, live and seismic loads

# This is actually not necessary, but I just like doing it the way Amit Kanvinde 

↪→taught me for steel design

# Compute dead and live loads

perimeter = (Wbayx*Nbayx + Wbayy*Nbayy)*2;

Area = Nbayx*Wbayx * Nbayy*Wbayy;
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## dead loads

DL_slab = tslab*rcdensity;

#compute cladding weight (which is actually on the perimeter only but will be 

↪→distributed to floor)

clad_surf = 10*psf; # weight of vertical cladding

# assume the cladding is supported at all floors - assign tributary area loads

clad_load = clad_surf*Hcol*perimeter;

clad_load1 = clad_surf*(Hcol1 + Hcol)/2*perimeter; #first floor

clad_loadr = clad_surf*(Hcol/2)*perimeter; #roof

# Now distribute to floor area

clad = clad_load/Area

clad1 = clad_load1/Area

cladr = clad_loadr/Area

# Other superimposed dead loads

partition = 10*psf

roof = 10*psf

ceil = 10*psf

# Total distributed superimposed loads

DL_imp = clad + partition + ceil; # typical floor

DL_imp1 = clad1 + partition + ceil; # first floor

DL_impr = cladr + roof + ceil; #roof

print('Slab imposed dead loads in kip/inch^2 - typical floor = ',DL_imp)

print('Slab imposed dead loads in kip/inch^2 - first floor = ',DL_imp1)

print('Slab imposed dead loads in kip/inch^2 - roof floor = ',DL_impr)

# Total distributed dead loads

DL = DL_slab + DL_imp; # typical floor

DL_1 = DL_slab + DL_imp1; # first floor

DL_r = DL_slab + DL_impr; #roof

# Beam self weight

DL_beamwt = hbeam*bbeam*rcdensity;

#Live loads

LL = 50*psf; # Office building occupancy level

LL_r = 20*psf; # roof

print('Slab live loads in kip/inch^2 - typical floor = ',LL)

print('Slab live loads in kip/inch^2 - roof floor = ',LL_r)

# Reduction is permitted for live loads but will be ignored for now

Slab imposed dead loads in kip/inch�2 - typical floor = 0.0001840277777777778

Slab imposed dead loads in kip/inch�2 - first floor = 0.00019270833333333336
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Slab imposed dead loads in kip/inch�2 - roof floor = 0.00016145833333333333

Slab live loads in kip/inch�2 - typical floor = 0.00034722222222222224

Slab live loads in kip/inch�2 - roof floor = 0.0001388888888888889

[8]: # Compute loads on typical frame beams

## A two-way slab is used, so triangular slab tributary areas on beams are 

↪→appropropriate, but for simplicity,

## rectangular loads are used in liu of triangular slab loads

##################################################################################

# INTERIOR OR EXTERIOR FRAME?

Ext_fac = 1.0; # for interior frame, Ext_fac = 1.0; for exterior frame, Ext_fac 

↪→= 0.5;

##################################################################################

# Beam dead loads

## "redistribute slab loads"

#beam_TA = Ext_fac*2*(Wbayx*Wbayy)/4; # tributary area for beam (note: only use 

↪→this if creating 3D model)

beam_TA = Ext_fac*Wbayx*Wbayy; # tributary area for beam (note: only works if 

↪→the slab is square)

DL_beam1 = DL_1*beam_TA/Lbeam; #beam distributed dead load at first floor 

↪→(heavier than other floors)

DL_beam = DL*beam_TA/Lbeam; #beam distributed dead load at typical floor

DL_beamr = DL_r*beam_TA/Lbeam; #beam distributed dead load at roof level

print('For the analysis model:')

print('Total slab and superimposed DL on the first floor beam = ',DL_beam1,' kip/

↪→in')

print('Total slab and superimposed DL on a typical floor beam = ',DL_beam,' kip/

↪→in')

print('Total slab and superimposed DL on the roof beam = ',DL_beamr,' kip/in')

# total dead load on first floor beam (due to slab and self loads)

DL_beam1_tot = DL_beam1 + DL_beamwt;

# Beam live loads

LL_beam = LL*beam_TA/Lbeam; #beam distributed live load at first floor

LL_beamr = LL_r*beam_TA/Lbeam; #beam distributed live load at roof level

print('Total slab LL on a typical beam = ',LL_beam,' kip/in')

print('Total slab LL on the roof beam = ',LL_beamr,' kip/in')

print('For the manual analysis:')

print('Analyze a typical frame with the following distributed loads on the beams:

↪→ ')

print('DL = ',DL_beam1_tot*12,' kips/ft')

print('LL = ',LL_beam*12,' kips/ft')
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# Compute loads on columns

## use column tributary areas

col_TA = Ext_fac*Wbayx*Wbayy; # Tributary area for an interior column

DL_col = DL*col_TA; # DL for a typical column from a single floor

DL_col1 = DL_1*col_TA; # DL for the first floor column from a single floor

DL_colr = DL_r*col_TA; # DL for the roof column from the roof only

# self weight of beam on one column at one floor

DL_col_beamwt = DL_beamwt*Lbeam/2*2;

# Column self weight - distributed

DL_colwt = bcol*dcol*rcdensity;

#total self weight at first floor level

DL_colwt_tot = DL_colwt*Hbuilding;

# total DL on the first floor column

DL_col_tot = DL_col*(Nstory - 2) + DL_col1 + DL_colr + DL_colwt_tot + 

↪→DL_col_beamwt*Nstory;

# live loads on column

LL_col = LL*col_TA; # DL for a typical column from a single floor

LL_colr = LL_r*col_TA; # DL for the roof column from the roof

# total LL on the first floor column

LL_col_tot = LL_col*(Nstory - 1) + LL_colr;

print('Axial loads on an interior first floor column: ')

print('DL = ',DL_col_tot,' kips')

print('LL = ',LL_col_tot,' kips')

For the analysis model:

Total slab and superimposed DL on the first floor beam = 0.21291666666666667

kip/in

Total slab and superimposed DL on a typical floor beam = 0.21083333333333337

kip/in

Total slab and superimposed DL on the roof beam = 0.2054166666666667 kip/in

Total slab LL on a typical beam = 0.08333333333333333 kip/in

Total slab LL on the roof beam = 0.03333333333333333 kip/in

For the manual analysis:

Analyze a typical frame with the following distributed loads on the beams:

DL = 3.18 kips/ft

LL = 1.0 kips/ft

Axial loads on an interior first floor column:

DL = 907.3375000000001 kips

LL = 228.0 kips
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[9]: # Beam moments

# Note: getting the moments is easily programmable, but the whole point of 

↪→preliminary sizing is to make sure you are able to

# do quick manual checks when needed, so chop chop

# In this case, we are assuming the beam inflection points are at 0.1 L from 

↪→each joint (half way between fixed and simply

# supported)

print('Manual Analysis results:')

M_DL_pos_manual = 0.08*DL_beam1_tot*Lbeam**2; print('Beam maximum positive 

↪→moment due to DL = ',M_DL_pos_manual/12, 'kip.ft')

M_DL_neg_manual = -0.045*DL_beam1_tot*Lbeam**2; print('Beam maximum negative 

↪→moment due to DL = ',M_DL_neg_manual/12, 'kip.ft')

M_LL_pos_manual = 0.08*LL_beam*Lbeam**2; print('Beam maximum positive moment due 

↪→to LL = ',M_LL_pos_manual/12, 'kip.ft')

M_LL_neg_manual = -0.045*LL_beam*Lbeam**2; print('Beam maximum negative moment 

↪→due to LL = ',M_LL_neg_manual/12, 'kip.ft')

Manual Analysis results:

Beam maximum positive moment due to DL = 101.76 kip.ft

Beam maximum negative moment due to DL = -57.24 kip.ft

Beam maximum positive moment due to LL = 32.0 kip.ft

Beam maximum negative moment due to LL = -18.0 kip.ft

[10]: # SAP2000 model results - 2D analysis

# Note: the model has rigid offsets

# first floor beam

print('2D SAP model analysis results:')

M_DL_pos = 645.99; print('Beam maximum positive moment due to DL = ',M_DL_pos/

↪→12, 'kip.ft')

M_DL_neg = -829.16; print('Beam maximum negative moment due to DL = ',M_DL_neg/

↪→12, 'kip.ft')

M_LL_pos = 202.94; print('Beam maximum positive moment due to LL = ',M_LL_pos/

↪→12, 'kip.ft')

M_LL_neg = -260.61; print('Beam maximum negative moment due to LL = ',M_LL_neg/

↪→12, 'kip.ft')

# SAP2000 model results - 3D analysis

# Note: the model has rigid offsets

# first floor beam

print('3D SAP model analysis results:')

M_DL_pos = 416.2; print('Beam maximum positive moment due to DL = ',M_DL_pos/12, 

↪→'kip.ft')
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M_DL_neg = -482.0; print('Beam maximum negative moment due to DL = ',M_DL_neg/

↪→12, 'kip.ft')

M_LL_pos = 127.9; print('Beam maximum positive moment due to LL = ',M_LL_pos/12, 

↪→'kip.ft')

M_LL_neg = -138.5; print('Beam maximum negative moment due to LL = ',M_LL_neg/

↪→12, 'kip.ft')

# Note that the analysis results from a 3d analysis are almost half those of the 

↪→2d analysis, which is to be expected because

# the beam tributary loads in the 2D analysis were doubled.

2D SAP model analysis results:

Beam maximum positive moment due to DL = 53.8325 kip.ft

Beam maximum negative moment due to DL = -69.09666666666666 kip.ft

Beam maximum positive moment due to LL = 16.911666666666665 kip.ft

Beam maximum negative moment due to LL = -21.7175 kip.ft

3D SAP model analysis results:

Beam maximum positive moment due to DL = 34.68333333333333 kip.ft

Beam maximum negative moment due to DL = -40.166666666666664 kip.ft

Beam maximum positive moment due to LL = 10.658333333333333 kip.ft

Beam maximum negative moment due to LL = -11.541666666666666 kip.ft

[11]: # compute building weight

# find the total length of all beams per floor

Lbeamx = (Nbayy + 1) * Wbayx * Nbayx;

Lbeamy = (Nbayx + 1) * Wbayy * Nbayy;

#############################################

# Compute total loads

Wslab = tslab*Area*rcdensity;

Wimp = DL_imp*Area;

Wimp1 = DL_imp1*Area;

Wimp_roof = DL_impr*Area;

Wbeams = (Lbeamx + Lbeamy)* bbeam * hbeam * rcdensity;

Wcols = Hcol*bcol*dcol*rcdensity*Ncol;

Wcols1 = (Hcol1 + Hcol)/2*bcol*dcol*rcdensity*Ncol;

Wcolsr = (Hcol/2)*bcol*dcol*rcdensity*Ncol;

# Floor weights

floorWt = Wslab + Wimp + Wbeams + Wcols; print('Typical floor weight = ',floorWt)
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floorWt1 = Wslab + Wimp1 + Wbeams + Wcols1; print('First floor weight = 

↪→',floorWt1)

floorWtr = Wslab + Wimp_roof + Wbeams + Wcolsr; print('Roof weight = ',floorWtr)

W_seismic = floorWt*(Nstory - 2) + floorWt1 + floorWtr; print('Total seismic 

↪→weight = ',W_seismic,'\n')

# Divide the seismic weight over the number of frames resisting the seismic load 

↪→in each direction

print('Number of frames resisting the seismic force = ',Nframe)

W_frame_story = floorWt/Nframe; print('Typical floor weight on each frame = 

↪→',W_frame_story)

W_frame_story1 = floorWt1/Nframe; print('First floor weight on each frame = 

↪→',W_frame_story1)

W_frame_roof = floorWtr/Nframe; print('roof floor weight on each frame = 

↪→',W_frame_roof)

W_frame = W_seismic/Nframe; print('Total seismic weight on each frame = 

↪→',W_frame,'\n')

# Compute floor and nodal masses for the analysis model

m_frame_story = W_frame_story/g; print('Typical floor mass per seismic frame = 

↪→',m_frame_story)

m_frame_story1 = W_frame_story1/g; print('First floor mass per seismic frame = 

↪→',m_frame_story1)

m_frame_roof = W_frame_roof/g; print('roof mass per seismic frame = 

↪→',m_frame_story,'\n')

Nnodes = Nbayx + 1;

m_node = m_frame_story/Nnodes; print('Typical floor nodal mass = ',m_node)

m_node1 = m_frame_story1/Nnodes; print('First floor nodal mass = ',m_node1)

m_noder = m_frame_roof/Nnodes; print('roof floor nodal mass = ',m_noder)

Typical floor weight = 1614.2875

First floor weight = 1680.88125

Roof weight = 1441.14375

Total seismic weight = 19264.899999999998

Number of frames resisting the seismic force = 5

Typical floor weight on each frame = 322.85749999999996

First floor weight on each frame = 336.17625

roof floor weight on each frame = 288.22875

Total seismic weight on each frame = 3852.9799999999996

Typical floor mass per seismic frame = 0.836201761201761

First floor mass per seismic frame = 0.870697358197358

roof mass per seismic frame = 0.836201761201761
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Typical floor nodal mass = 0.16724035224035222

First floor nodal mass = 0.1741394716394716

roof floor nodal mass = 0.1493026418026418

Estimate the building period
Tapprox = Cthx

where h is the structural height and Ct and x can be determined from table 12.8-2
[12]: # Estimate the building period

Ct = 0.016; # Table 12.8-2

x = 0.9; # Table 12.8-2

# Compute the coefficient for upper limit on calculated period

Cu_val = [1.7,1.6,1.5,1.4]

SD1_lim = [0.1,0.15,0.2,0.3]

slopes = np.empty(len(Cu_val)-1)

for i in range(0,len(Cu_val)-1):

slopes[i] = (Cu_val[i+1] - Cu_val[i]) / (SD1_lim[i+1] - SD1_lim[i]);

if S_D1 <= SD1_lim[0]:

Cu = Cu_val[0]

elif S_D1 <= SD1_lim[1]:

Cu = Cu_val[0] + slopes[0]*(S_D1 - SD1_lim[0])

elif S_D1 <= SD1_lim[2]:

Cu = Cu_val[1] + slopes[1]*(S_D1 - SD1_lim[1])

elif S_D1 <= SD1_lim[3]:

Cu = Cu_val[2] + slopes[2]*(S_D1 - SD1_lim[2])

elif S_D1 > SD1_lim[3]:

Cu = Cu_val[3]

print('The coefficient for upper limit on calculated period Cu = ',Cu)

height = ((Nstory - 1)*Hcol + Hcol1)/ft; #in feet

T_app = Ct*height**x; print('The approximate building period = ',T_app)

T_max = Cu*T_app; print('The maximum allowed building period for design = ', 

↪→T_max)

The coefficient for upper limit on calculated period Cu = 1.4

The approximate building period = 1.549755802497669

The maximum allowed building period for design = 2.1696581234967365

[13]: # After running modal analysis using the SAP2000 model, the following period was 

↪→obtained for the frame

T_model = 1.97;
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# for the purpose of computing the seismic forces, T should not exceed T_max

if T_model > T_max:

T1 = T_max

else:

T1 = T_model

print('The building period for the purpose of computing the seimic forces = ',T1)

# Permitted analysis procedure

T_cond = 3.5*TS;

if T_model >= T_cond:

print('Building period T > 3.5 Ts')

# because the building height > 160 ft and T > 3.5 Ts, ELF cannot be used as the 

↪→analysis procedure for design, and Modal

# Response Spectrum Analysis is required.

The building period for the purpose of computing the seimic forces = 1.97

Building period T > 3.5 Ts

Note: two different approaches for application of masses were used 1. The nodal masses com-
puted here were distributed to floor nodes, all elements were assigned a zero-mass modifier,and
the mass source was defined from the element masses and additional masses. 2. The mass source
was defined from the dead load case with a factor = 1. This case includes all dead loads, inlcuding
self weight of members

Both approaches result in very similar frame periods - it should be noted that the second ap-
proach cannot be used if not all frames are seismic load resisting frames; i.e. if the seismic mass
inlcudes additional gravity frames

[14]: # calculation of the seismic response coefficient

Cs = S_DS/(R/I); # The ASCE guide states that this is applicable when T <= Ts

if T1<=TL:

Cs_max = S_D1/(T1*R/I)

elif T1>TL:

Cs_max = S_D1*TL/(T1**2*R/I)

Cs_min1 = max(0.044*S_DS*I,0.01)

if S1 >= 0.6:

Cs_min2 = 0.5*S1/(R/I) # accounts for near-field effects

Cs_min3 = 0.01;

if Cs> Cs_max:

Cs = Cs_max

if Cs < Cs_min1:

Cs = Cs_min1
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if Cs < Cs_min2:

Cs = Cs_min2

if Cs < Cs_min3:

Cs = Cs_min3

print('The seismic response coefficient Cs = ',round(Cs,5))

print('The seismic response coefficient for scaling drifts = ',round(Cs_min2,3))

The seismic response coefficient Cs = 0.07581

The seismic response coefficient for scaling drifts = 0.052

1.3 3. Equivalent Lateral Force Analysis

[15]: # ELF calculations

V = Cs*W_seismic; #get the base shear for the whole building (3D analysis)

print('Design base shear V = ',V)

# Vertical distribution of seismic forces

# compute the distribution factor k

perlim = [0.5,2.5];

klim = [1.0,2.0];

if T1 <= perlim[0]:

k = klim[0];

elif T1 > perlim[0] and T1 < perlim[1]:

slope = (klim[1]-klim[0])/(perlim[1] - perlim[0]);

k = klim[0] + slope*(T1 - perlim[0]);

elif T1 >= 2.5:

k = 2.0;

print('coefficient k = ',round(k,2))

# Compute the lateral forces

# Compute story heights

h_story = np.empty(Nstory)

h_story[0] = Hcol1

for n in range(1,Nstory):

h_story[n] = h_story[n-1] + Hcol;

#print(h_story)

# Prepare all floor weights (for a single frame)

w_story = np.empty(Nstory)

for n in range(0,Nstory):
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if n == 0:

w_story[n] = W_frame_story1

elif n == Nstory-1:

w_story[n] = W_frame_roof

else:

w_story[n] = W_frame_story

# Compute the sum wihi

sum_wihi = 0.0;

for n in range(0,Nstory):

sum_wihi = sum_wihi + w_story[n]*h_story[n]

# compute load factors and loads

Cvx = np.empty(Nstory)

Fx = np.empty(Nstory)

Vx = np.empty(Nstory)

Mx = np.empty(Nstory)

print('ELF forces:')

for n in range(0,Nstory):

Cvx[n] = w_story[n]*h_story[n]/sum_wihi

Fx[n] = Cvx[n]*V # lateral force at each building level

print('The lateral force at level ',n+1,' = ',round(Fx[n],2))

# compute the story shears and overturning moments

for n in range(0,Nstory):

Vx[n] = sum(Fx[n:])

Mx[n] = 0.0

for i in range(n,Nstory):

Mx[n] = Mx[n] + Fx[i]*(h_story[i] - h_story[n])

#print(Mx[n])

print('Story shears in kips are: ',[round(i,2) for i in Vx])

Mx_base = 0.0;

for i in range(0,Nstory):

Mx_base += Fx[i]*h_story[i]

print('Overturning moment = ',round(Mx_base/12,2),'kip.ft')

Design base shear V = 1460.5105988

coefficient k = 1.73

ELF forces:

The lateral force at level 1 = 25.89

The lateral force at level 2 = 42.82

The lateral force at level 3 = 60.77

The lateral force at level 4 = 78.72

The lateral force at level 5 = 96.68
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The lateral force at level 6 = 114.63

The lateral force at level 7 = 132.59

The lateral force at level 8 = 150.54

The lateral force at level 9 = 168.5

The lateral force at level 10 = 186.45

The lateral force at level 11 = 204.41

The lateral force at level 12 = 198.51

Story shears in kips are: [1460.51, 1434.62, 1391.81, 1331.04, 1252.32,

1155.64, 1041.0, 908.41, 757.87, 589.37, 402.92, 198.51]

Overturning moment = 162314.9 kip.ft

[16]: # Plot the story shears

plt.step(Vx,h_story/ft);

plt.xlabel('Story shear (kips)');

plt.ylabel('height (ft)');

plt.title('Building Story Shears');

[17]: # Compute moments due to lateral loads

## Using approximate portal frame analysis. Get out your pen and paper, mate

# Maximum beam moments at first floor due to seismic lateral loads

M_beam_E_manual = 561.9*kip*ft; # positive or negative, obviously
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# Maximum interior column moments at first floor due to seismic lateral loads

M_col_E_manual = 657.0*kip*ft; # positive or negative, obviously

[18]: # Results of the SAP2000 analysis model - 2D analysis

# Note: the model has rigid member offsets

# Maximum beam moments at first floor due to seismic lateral loads

M_beam_E = 364.9*kip*ft; # positive or negative, obviously

# Maximum interior column moments at first floor due to seismic lateral loads

M_col_E = 715.3*kip*ft; # positive or negative, obviously

Basic strength design load combination

(1) 1.2D + 1.6L

(2) 1.2D + 0.5L± 1.0E

(3) 0.9D± 1.0E

Earthquake load effect
E = ρQE ± 0.2SDSD
The second and third load combinations become:

(2) (1.2 + 0.2SDS)D + 0.5L±QE

(3) (0.9− 0.2SDS)D±QE

No need for seismic load combinations with overstrength
[19]: # Preliminary Beam Design

def Ultimate_beam(beam,DL_pos,DL_neg,LL_pos,LL_neg,E):

# This function determines the ultimate design load effects for beams

# note that the positive DL and LL value is only used in load combo 1, 

↪→because it occurs mid-span, and the negative DL

# and LL values are used for the other load combos because they occur at the 

↪→end (along with the seismic load maxima)

Mu1 = 1.2*DL_pos + 1.6*LL_pos; # mid-span

Mu2 = (1.2 + 0.2*S_DS)*DL_neg + 0.5*LL_neg + 1.0*E;

Mu3 = (1.2 + 0.2*S_DS)*DL_neg + 0.5*LL_neg - 1.0*E;

Mu4 = (0.9 - 0.2*S_DS)*DL_neg + 1.0*E;

Mu5 = (0.9 - 0.2*S_DS)*DL_neg - 1.0*E;

Mu_mid = Mu1; print('Utimate moment in mid span of beam',beam,' = ',Mu_mid/

↪→12,' kip.ft')

Mu_end_max = max(Mu2,Mu3,Mu4,Mu5); print('Maximum ultimate moment at end of 

↪→beam',beam,' = ',Mu_end_max/12,' kip.ft')

Mu_end_min = min(Mu2,Mu3,Mu4,Mu5); print('Minimum ultimate moment at end of 

↪→beam',beam,' = ',Mu_end_min/12,' kip.ft')

return [Mu_mid,Mu_end_max,Mu_end_min];
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Ultimate_beam(1,M_DL_pos,M_DL_neg,M_LL_pos,M_LL_neg,M_beam_E)

# just fyi

print('DL factor in combinations 2 and 3 = ',1.2 + 0.2*S_DS)

print('DL factor in combinations 4 and 5 = ',0.9 - 0.2*S_DS)

Utimate moment in mid span of beam 1 = 58.673333333333325 kip.ft

Maximum ultimate moment at end of beam 1 = 342.59143333333327 kip.ft

Minimum ultimate moment at end of beam 1 = -432.7122666666666 kip.ft

DL factor in combinations 2 and 3 = 1.5446

DL factor in combinations 4 and 5 = 0.5554

1.4 4. Accidental Torsion Check

[20]: # Accidental torsion

# The building is symmetric so no torsional irregularity but accidental torsion 

↪→needs to be considered

# Acciodental torsional moment at each floor is equal to the story force 

↪→multiplied by 5% the story width perpendicular to

# the loading direction

tor = np.empty(Nstory);

arm = 0.05*Wbayx*Nbayx;

for i in range(0,Nstory):

tor[i] = Fx[i]*arm

print('Accidental torsional moments in kip.ft [floors 1 through 12]:')

print(tor/12)

print('total torsional reaction should be ',sum(tor[:]))

Accidental torsional moments in kip.ft [floors 1 through 12]:

[103.54367955 171.2602738 243.0790983 314.89792279 386.71674729

458.53557179 530.35439628 602.17322078 673.99204528 745.81086977

817.62969427 794.04887529]

total torsional reaction should be 70104.50874240001

Accidental Torsion - It is unlikely that the building has a torsional irregularity, but the standard
requires that an accidental torsion check be performed using a 3D model with acceidental torsion
(typically in a static analysis). - Instead of applying the calculated torsional moments, the ELF
forces are applied in the model with a 0.05 eccentricity. - Since the building is symmetric, the check
is performed in the x-direction only. - The torsional amplification factor Ax is 1.0 for checking
accidental torsion. - If no torsional irregularity exists, which is the case here, then the accidental
torsion moments need not be included in the design.

Loading direction: - for design category E: columns that are part of two intersecting seismic-
force resisting systems, and are subjected to seismic axial force >= 20% of the axial design strength
need to be designed for 100% of the seismic force in one direction + 30% of the force in the other
direction. This will be checked later.
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[21]: # Because the building is symmetric and the diaphragm is rigid, no twisting was 

↪→observed in the model when the ELF forces

# were applied with no eccentricity

# Joint displacements at edges of the building (lateral ELF forces + accidental 

↪→torsion)

disp1 = [0,0.494321,0.966106,1.432285,1.883094,2.310996,2.709401,3.071836,3.

↪→39195,3.663511,3.880666,4.038851,4.140045]

disp2 = [0,0.602176,1.177589,1.745587,2.29419,2.814257,3.297819,3.737046,4.

↪→124253,4.451884,4.712842,4.901603,5.02068]

#interstory drifts

drift1 = np.empty(Nstory)

drift2 = np.empty(Nstory)

for i in range(1,Nstory+1):

drift1[i-1] = disp1[i] - disp1[i-1]

drift2[i-1] = disp2[i] - disp2[i-1]

print('drifts at 1st edge = \n',drift1)

print('drifts at 2nd edge = \n',drift2)

# check for torsional irregularity

# ratio of maximum to average drifts

tor_ratio = np.empty(Nstory)

max_drift = np.empty(Nstory)

avg_drift = np.empty(Nstory)

for i in range(0,Nstory):

avg_drift[i] = (drift1[i] + drift2[i])/2

max_drift[i] = max(drift1[i],drift2[i])

tor_ratio[i] = max_drift[i]/avg_drift[i]

if tor_ratio[i] > 1.2 and tor_ratio[i] <= 1.4:

print('TORSIONAL IRREGULARITY EXISTS')

elif tor_ratio[i] > 1.4:

print('EXTREME TORSIONAL IRREGULARITY EXISTS')

print('average drifts are = \n',avg_drift)

print('Ratios of maximum to average drifts are = \n',tor_ratio)

drifts at 1st edge =

[0.494321 0.471785 0.466179 0.450809 0.427902 0.398405 0.362435 0.320114

0.271561 0.217155 0.158185 0.101194]

drifts at 2nd edge =

[0.602176 0.575413 0.567998 0.548603 0.520067 0.483562 0.439227 0.387207

0.327631 0.260958 0.188761 0.119077]
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average drifts are =

[0.5482485 0.523599 0.5170885 0.499706 0.4739845 0.4409835 0.400831

0.3536605 0.299596 0.2390565 0.173473 0.1101355]

Ratios of maximum to average drifts are =

[1.09836324 1.09895741 1.09845413 1.09785154 1.09722364 1.0965535

1.09579099 1.09485509 1.09357602 1.09161642 1.08812899 1.08118636]

1.5 5. Modal Response Spectrum Analysis

• MRSA was performed using the 3D model on SAP2000
• The number of modes required in ASCE 7-16 should be such that the combined modal mass

is 100% of the structure’s mass, or 90% in each orthognal direction
• In this case, all 12 modes were included in obtaining the response, which represents a little

over 98% of the mass in each orthogonal direction
• The MRS analysis was applied in the x-direction only. However, for the purpose of finding

the member design forces later, we will use 100% seismic loading in x direction plus 30% in
y direction

[22]: # Scaling of the base shear and member forces

# section 12.9.1.4 of ASCE 7-16 requires scaling of MRSA forces if they are less 

↪→than 100% of the calculated base shear

# using ELF procedure

V_mrsa = 855.155*kip; #base shear obtained from MRS

scalefac = V/V_mrsa;

print('The design member forces need to be scaled by ',round(scalefac,3))

# MRSA story shears (from SAP model)

Vx_mrsa = [855.168,818.826,771.853,726.917,682.459,635.756,587.354,534.118,472.

↪→433,398.894,300.021,162.329]

Vx_design = [round(scalefac*i,1) for i in Vx_mrsa]

print('The design story shears in kips are ',Vx_design)

# ratio of design shears (scaled MRSA) to ELF shears

shear_ratios = np.empty(len(Vx))

for i in range(0,len(Vx)):

shear_ratios[i] = round(Vx_design[i]/Vx[i],2)

print('Just fyi, the ratios of the design story shear (scaled MRSA) to the story 

↪→shears predicted by ELF are: \n',shear_ratios)

The design member forces need to be scaled by 1.708

The design story shears in kips are [1460.5, 1398.5, 1318.2, 1241.5, 1165.6,

1085.8, 1003.1, 912.2, 806.9, 681.3, 512.4, 277.2]

Just fyi, the ratios of the design story shear (scaled MRSA) to the story shears

predicted by ELF are:

[1. 0.97 0.95 0.93 0.93 0.94 0.96 1. 1.06 1.16 1.27 1.4 ]
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1.6 6. Story Drift Checks

• One of the changes in ASCE 7-16 is scaling of the drifts taken from MRSA analysis if the base
shear from MRSA is less than CsW, where Cs is:

Cs = 0.5 S1
R/Ie

(which only applies for structures located where S1 > 0.6g)

• Based on that, the drifts here are scaled by CsW
VMRSA

[23]: # Drift checks

#import xlrd

drift_scalefac = Cs_min2*W_seismic/V_mrsa

print('The scale factor for drift checks is ',drift_scalefac)

drift_limit = 2.0 #percent of the story height (table 12.12-1)

story_disp = [0,0.316626,0.611769,0.893471,1.156806,1.400071,1.622266,1.822174,1.

↪→998215,2.148197,2.269342,2.358644,2.41615]

# these are from the SAP MRSA analysis - in the future, can read them from Excel 

↪→file directly

drift_e = np.empty(Nstory)

for i in range(1,len(story_disp)):

drift_e[i-1] = story_disp[i] - story_disp[i-1]

print('elastic drifts = \n',[round(i,3) for i in drift_e])

# Design drifts

drift = [Cd/I*i for i in drift_e]

print('inelastic drifts = \n',[round(i,3) for i in drift])

scaled_drift = [i*drift_scalefac for i in drift]

print('design(scaled) drifts = \n',[round(i,3) for i in scaled_drift])

# now compute the drift ratios

drift_ratio = np.empty(len(drift))

for i in range(0,len(drift)):

drift_ratio[i] = round(drift[i]/Lstory[i]*100,3)

print('Amplified drift ratios (by C_d) are \n',[round(i,3) for i in drift_ratio])

scaled_drift_ratio = [drift_scalefac*i for i in drift_ratio]

print('The interstory drift ratios (after scaling, if needed) are: 

↪→\n',[round(i,3) for i in scaled_drift_ratio])

for i in range(0,len(drift)):

if scaled_drift_ratio[i] <= drift_limit:

print('story',i+1,'pass')
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else:

print('story',i+1,'fail')

plt.plot(story_disp[1:],h_story/12);

plt.plot([Cd/I*i for i in story_disp[1:]],h_story/12);

plt.legend(['Elastic','Amplified Cd = 5.5']);

plt.xlabel('Total deflection (inches)');

plt.ylabel('Height (ft)');

print('-------------------------------------------------------------------')

# compute drifts for the ELF case (needed for P-Delta stability check)

story_disp_ELF = [0,0.5482,1.0718,1.5889,2.0886,2.5626,3.004,3.4044,3.7581,4.

↪→0577,4.2968,4.4702,4.5804]

# these are from the SAP ELF analysis - 3D model EQ case only

drift_e_ELF = np.empty(Nstory)

for i in range(1,len(story_disp_ELF)):

drift_e_ELF[i-1] = story_disp_ELF[i] - story_disp_ELF[i-1]

#print('elastic drifts (ELF)= \n',drift_e_ELF)

# Design drifts

drift_ELF = [Cd/I*i for i in drift_e_ELF]

print('inelastic drifts (ELF) = \n',[round(i,3) for i in drift_ELF])

The scale factor for drift checks is 1.1686380685372826

elastic drifts =

[0.317, 0.295, 0.282, 0.263, 0.243, 0.222, 0.2, 0.176, 0.15, 0.121, 0.089,

0.058]

inelastic drifts =

[1.741, 1.623, 1.549, 1.448, 1.338, 1.222, 1.099, 0.968, 0.825, 0.666, 0.491,

0.316]

design(scaled) drifts =

[2.035, 1.897, 1.811, 1.693, 1.564, 1.428, 1.285, 1.132, 0.964, 0.779, 0.574,

0.37]

Amplified drift ratios (by C_d) are

[0.806, 1.041, 0.993, 0.928, 0.858, 0.783, 0.705, 0.621, 0.529, 0.427, 0.315,

0.203]

The interstory drift ratios (after scaling, if needed) are:

[0.942, 1.217, 1.16, 1.084, 1.003, 0.915, 0.824, 0.726, 0.618, 0.499, 0.368,

0.237]

story 1 pass

story 2 pass

story 3 pass

story 4 pass

story 5 pass
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story 6 pass

story 7 pass

story 8 pass

story 9 pass

story 10 pass

story 11 pass

story 12 pass

-------------------------------------------------------------------

inelastic drifts (ELF) =

[3.015, 2.88, 2.844, 2.748, 2.607, 2.428, 2.202, 1.945, 1.648, 1.315, 0.954,

0.606]

1.7 7. Soft Story Irregularity Check

• Having a soft-story irregularity will not impact the design because we are using MRSA for
design anyway. Having an extreme soft-story irregularity is prohibited in Seismic Design
Category E.

• Vertical structural irregularities types 1a, 1b or 2 (table 12.3-) do not apply when no story
drift ratio under design lateral load is greater than 130% of the drift ratio of the next story
above. The drift ratio between the top two stories is not required to be evaluated.

[24]: ratio_story_above = np.empty(Nstory - 2)

for i in range(0,Nstory-2):

ratio_story_above[i] = drift_ratio[i]/drift_ratio[i+1]
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if ratio_story_above[i] > 1.3:

print('A story stiffness check needs to be performed to check for 

↪→vertical soft-story irregularity')

print('ratios between the interstory drift of each story to the story above 

↪→(except last two): \n',\

[round(i,3) for i in ratio_story_above])

A story stiffness check needs to be performed to check for vertical soft-story

irregularity

ratios between the interstory drift of each story to the story above (except

last two):

[0.774, 1.048, 1.07, 1.082, 1.096, 1.111, 1.135, 1.174, 1.239, 1.356]

• Note: even though the ratio at the 11th floor exceeds 1.3, a stiffness-check is not really needed
because the presence of a 1a soft story irregularity will not impact the design (because we
are already using MRSA). Based on the current value of of the ratio at 11th floor, it is highly
unlikely that a 1b extreme soft-story irregularity exists.

• However, the stiffness check is performed anyway. This check was performed on SAP2000
by applying equal and opposite lateral forces to the top and bottom of each story, and deter-
mining the stiffness by dividing the force over the interstory drift.

• The soft-story irregularity check was performed for a 2D model and will not be repeated
with a 3D model

[25]: # Story stiffness check

# story drifts from each individual analysis on SAP (NOT THE SAME ANALYSIS)

soft_check_dr = [0.2202 - 0.0925, 0.1985 - 0.085, 0.1947 - 0.0824, 0.1924 - 0.

↪→0804, 0.1905 - 0.0787, 0.1887 - 0.0771,\

0.1871 - 0.0758, 0.1857 - 0.0745, 0.1839 - 0.073, 0.1805 - 0.

↪→0697, 0.1705 - 0.0591, 0.1462 - 0.0 ]

lateral_force = 100.0;

story_stiffness = [lateral_force/i for i in soft_check_dr]

story_stiffness_ratio = np.empty(len(story_stiffness)-1)

story_stiffness_ratio_avg = np.empty(len(story_stiffness)-3)

for i in range(0,len(story_stiffness)-1):

story_stiffness_ratio[i] = story_stiffness[i]/story_stiffness[i+1]

if story_stiffness_ratio[i] < 0.7 and story_stiffness_ratio[i] > 0.6:

print('A soft story irregularity exists...')

elif story_stiffness_ratio[i] < 0.6:

print('OH NO an extreme soft story irregularity exists...')

for i in range(0,len(story_stiffness)-3):

story_stiffness_ratio_avg[i] = story_stiffness[i]/((story_stiffness[i+1] + 

↪→story_stiffness[i+2] + story_stiffness[i+3])/3)

if story_stiffness_ratio_avg[i] < 0.8 and story_stiffness_ratio[i] > 0.7:

print('A soft story irregularity exists...')

elif story_stiffness_ratio[i] < 0.7:
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print('OH NO an extreme soft story irregularity exists...')

print('The ratios of each story stiffness to the story above: \n',[round(i,3) 

↪→for i in story_stiffness_ratio])

print('The ratios of each story stiffness to the average of the three stories 

↪→above: \n',\

[round(i,3) for i in story_stiffness_ratio_avg])

The ratios of each story stiffness to the story above:

[0.889, 0.989, 0.997, 0.998, 0.998, 0.997, 0.999, 0.997, 0.999, 1.005, 1.312]

The ratios of each story stiffness to the average of the three stories above:

[0.882, 0.987, 0.996, 0.996, 0.996, 0.996, 0.997, 0.998, 1.089]

1.8 8. P-Delta Stability Check

• P-Delta effects need not be considered in the analysis if the stability coefficient for each floor
is less than the maximum allowed stability coefficient.

• ASCE 7-16 requires that P-Delta stability check be performed using ELF forces

[26]: # maximum stability coefficient

theta_max1 = 0.1

theta_max2 = min(0.5/(1.*Cd),0.25)

theta_max = min(theta_max1,theta_max2)

print('The limit on the stability coefficient is :',round(theta_max,4))

DL_story = np.empty(Nstory)

#DL weight on each story

for i in range(0,Nstory):

DL_story[i] = floorWt;

if i == 0:

DL_story[i] = floorWt1;

elif i == Nstory-1:

DL_story[i] = floorWtr;

print('The dead load on each story is: ',DL_story)

LL_story = np.empty(Nstory)

#LL weight on each story

for i in range(0,Nstory):

LL_story[i] = LL*Area;

if i == Nstory-1:

LL_story[i] = LL_r*Area;

print('The live load on each story is: ',LL_story)

# compute the total axial load above each story

P_story = np.empty(Nstory)
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theta_story = np.empty(Nstory)

for i in range(0,Nstory):

P_story[i] = np.sum(DL_story[i:]) + np.sum(LL_story[i:])

print('The total unfactored axial load on each story in kips is \n',P_story)

########################################################################

for i in range(0,Nstory):

theta_story[i] = P_story[i]*drift_ELF[i]*I/(Vx[i]*Lstory[i]*Cd)

if theta_story[i] > theta_max:

print('P-DELTA EFFECTS NEED TO BE CONSIDERED...')

print('The stability coefficient for each story is: \n',[round(i,3) for i in 

↪→theta_story])

mag = [round(max(1/(1-i),1),3) for i in theta_story]

print('moment magnification for each story (IF NEEDED) is: \n',mag)

The limit on the stability coefficient is : 0.0909

The dead load on each story is: [1680.88125 1614.2875 1614.2875 1614.2875

1614.2875 1614.2875

1614.2875 1614.2875 1614.2875 1614.2875 1614.2875 1441.14375]

The live load on each story is: [320. 320. 320. 320. 320. 320. 320. 320. 320.

320. 320. 128.]

The total unfactored axial load on each story in kips is

[22912.9 20912.01875 18977.73125 17043.44375 15109.15625 13174.86875

11240.58125 9306.29375 7372.00625 5437.71875 3503.43125 1569.14375]

The stability coefficient for each story is:

[0.04, 0.049, 0.045, 0.041, 0.037, 0.032, 0.028, 0.023, 0.019, 0.014, 0.01,

0.006]

moment magnification for each story (IF NEEDED) is:

[1.041, 1.051, 1.047, 1.043, 1.038, 1.033, 1.029, 1.024, 1.019, 1.014, 1.01,

1.006]

1.9 9. Structural Design of Frame Members

• Note: the MRSA output seismic forces are NOT the design forces. They need to be scaled by
the scale factor scalefac first.

• In this case, this was worked into the model by creating load combinations with a scaled
MRSA case by the scale factor (after the analysis)

• The model used for the design has 100% seismic force in x + 30% seismic force in y. The
same model should probably be used for all other checks as well, but it does not matter that
much.

• Beams are designed first, because the beam capacity affects the design of the column and
beam-column joint
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• Beam reinforcement is critical to ensure ductility (plastic hinging at the end of the beam)
• ACI 318 requires the beam width to be at least 75% of the column width to consider the

beam-column joints confined.
• The design shears are based on the probable moment strength of the beam joint, as detailed

in ACI 318 section 18.6.5
• The design shear strength of concrete must be taken as zero where axial force is small (less

than 5% of the axial capacity) and where VE/Vu is larger than 0.5 (VE is the shear force due
to the probable moment strength, and Vu is the ultimate design shear at the joint including
the shear due to the probable moment and factored gravity loads) - concrete design shear
strength is assumed to be zero for all beams.

Other beam design requirements that need to be satisfied - minimum two bars continous top
and bottom - positive moment strength greater than 50% negative moment strength at a joint -
minimum strength along member greater than 25% maximum strength

beam-column joint checks - the joint shear demand is computed based on the probable moment
strength of the beam. - Here, the shear in the joint is computed as a function of the shear in the
columm and tension/compression couple contributed by the beam moments - refer to ACI 318
section 18.7.5.4 for the required amount of transverse reinforcement in the joint

[27]: # scaling factors

design_phi_conc = 0.9;

nominal_phi_conc = 1.0;

prob_phi_conc = 1.0;

design_phi_st = 1.0;

nominal_phi_st = 1.0;

prob_phi_st = 1.25;

1.9.1 9.1 Column Slenderness Analysis

• slenderness effects can be neglected if:

kL
r <= 22 for columns not braced against sidesway

kL
r = 34 + 12(M_1/M_2) and kl

r <= 40 for columns braced against sidesway
where:

• k is the effective length factor, estimated from the Jackson and Moreland Alignment Charts
(shown below)

• L is the column length

• r is the radius of gyration r =
√

Ig
Ag

or approximated as 0.3 times the dimension in the
direction stability is being considered for rectangular columns.

• M1/M2 is the ratio between the moments at the column ends; negative if the column is in
single curvature and postitive for double curvature.

• columns are considered braced against sidesway when bracing elements have a total lateral
stiffness of at least 12 times the gross stiffness of the columns within the story.

If slenderness cannot be neglected: design must include second order effects in one of the
following ways:
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• multiply first-order moments by a moment magnifier (ACI 318-14 provides different meth-
ods for non- and sway frames in section 6.6.4)

• elastic second-order analysis, or
• inelastic second order analysis.

Note: magnified second-order moments cannot exceed 1.4 first order moments.
Here I am using a P-Delta analysis in SAP2000 3D model, because it is the simplest method.

Make sure to divide the column members along their length in the model to account for member
curvature second order effects.

This frame is designated as a sway frame because no walls or other lateral bracing elements
are present (although ACI 318 permits columns to be designed as part of a non-sway frame if the
increase in column end moments due to second-order effects does not exceed 5% of first-order end
moments)

In the alignment charts, ψA and ψB represent the ratio ∑ EI/Lc the columns to ∑ EI/Lb of the
beams at each end of the column. Lb and Lc are the beam and column spans measured center-line
to center-line.

[28]: ##################################################################################

############################# RELATIVE STIFFNESS RATIO CALCULATOR 

↪→#########################################

##################################################################################

# this function is related to finding the relative stiffness ratios used for 

↪→evaluating column slenderness. The function

# is NOT used in the design process (the slenderness check is done manually 

↪→because it has a lot of nuances). However,

# you can use this function as a calculator of the stiffness factors for each 

↪→column individually to aid the calculations.

# IT IS ASSUMED THAT THE MODULUS OF ELASTICITY E IS THE SAME FOR BEAMS AND 

↪→COLUMNS

def stiffness_ratios(col_group,intorext,btm_bound,top_bound,bcol,dcol

,Lcol,bcol_top,dcol_top,Lcol_top,

 

↪→bcol_btm,dcol_btm,Lcol_btm,bbeam,hbeam,Lbeam,I_reduction_col,I_reduction_beam):

# col_group: group number of the column considered

# intorext: whether the column considered is interior or exterior. options 

↪→are 'int' and 'ext'

# btm_bound: the bottm bounday condition - options are 'fixed' or 'beam' (i.

↪→e. connected to a beam)

# top_bound: the bottm bounday condition - options are 'fixed' or 'beam' (i.

↪→e. connected to a beam)

# bcol,dcol,Lcol: dimensions of the column under consideration

# bcol_top,dcol_top,Lcol_top: dimensions of the column connecting at the top 

↪→end

# bcol_btm,dcol_btm,Lcol_btm: dimensions of the column connecting at the 

↪→bottom end (if fixed, the value does not matter)

# bbeam,dbeam,Lbeam: dimensions of the connecting beam(s)
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# I_reduction_col,I_reduction_beam: reduction factors for the moment of 

↪→interia of beams and columns (already established)

Icol = I_reduction_col*bcol*dcol**3/12

Icol_top = I_reduction_col*bcol_top*dcol_top**3/12

Icol_btm = I_reduction_col*bcol_btm*dcol_btm**3/12

Ibeam = I_reduction_beam*bbeam*hbeam**3/12

if intorext == 'int':

nbeams = 2

elif intorext == 'ext':

nbeams = 1

if btm_bound == 'fixed':

psi_btm = 1.0

else:

psi_btm = (Icol_btm/Lcol_btm + Icol/Lcol)/(nbeams*Ibeam/Lbeam);

if top_bound == 'fixed':

psi_top = 1.0

else:

psi_top = (Icol_top/Lcol_top + Icol/Lcol)/(nbeams*Ibeam/Lbeam);

print('The columns/beam stiffness ratios (psi) for column ',col_group,' top 

↪→and bottom are ',round(psi_top,2)\

,' and ',round(psi_btm,2))

print('Look up the effective length factor k in the alignment charts...')

# for example: first floor exterior column

bcol_top = bcol

dcol_top = dcol

Hcol_top = Hcol

bcol_btm = 0; # fixed

dcol_btm = 0

Hcol_btm = 0

stiffness_ratios(1,'ext','fixed','beam',bcol,dcol,Hcol1,bcol_top,dcol_top,Hcol_top,

 

↪→bcol_btm,dcol_btm,Hcol_btm,bbeam,hbeam,Lbeam,I_reduction_col,I_reduction_beam)

The columns/beam stiffness ratios (psi) for column 1 top and bottom are 6.62

and 1.0

Look up the effective length factor k in the alignment charts...

1.9.2 9.2 Member forces

9.2.1 Column design actions
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[29]: # The structural members are grouped into three different designs for beams, and 

↪→three different designs for columns

floor_assign = [1,5,9] # starting floors of each column and beam group

#Column groups

col_groups = [1,2,3]

Pu_D_L = [1613.3,1061.1,519.0]

Pu_D_L_E = [1726.4,1115.2,553.3]

Pu_D_E = [581.0,389.1,196.4] #no uplift!

# first order moments

Mu_D_L_E_lin = [7880.1,4272.7,3288.0]# not used because the column design is 

↪→based on the beam nominal moment capacity

Mu_D_E_lin = [7872.2,4086.7,3016.8]

# second order moments (based on P-delta analysis on SAP2000)

Mu_D_L_E = [8140.5,4410.3,3291.7]# not going to be used because the column 

↪→design is based on the beam nominal moment capacity

Mu_D_E = [8132.9,4234.1,3044.1]

ratio1 = np.empty(len(col_groups))

ratio2 = np.empty(len(col_groups))

# check that second order moments are not more than 1.4 first order moments

for i in range(0,len(col_groups)):

ratio1[i] = Mu_D_L_E[i]/Mu_D_L_E_lin[i]

if ratio1[i] > 1.4:

print("Unacceptably high P-Delta effect - REDESIGN COLUMNS OF GROUP ",i)

ratio2[i] = Mu_D_E[i]/Mu_D_E_lin[i]

if ratio2[i] > 1.4:

print("Unacceptably high P-Delta effect - REDESIGN COLUMNS OF GROUP ",i)

# Column design actions

print('COLUMN DESIGN ACTIONS:\n')

Pu_max = np.empty(len(col_groups))

Pu_min = np.empty(len(col_groups))

for i in range(0,len(col_groups)):

Pu_max[i] = max(Pu_D_L[i],Pu_D_L_E[i],Pu_D_E[i])

Pu_min[i] = min(Pu_D_L[i],Pu_D_L_E[i],Pu_D_E[i])

print('the maximum factored axial load on each column group is',Pu_max)

print('the minimum factored axial load on each column group is',Pu_min)

# get the column design moments
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print("""Note: COLUMN MOMENTS ARE BASED ON SECOND ORDER ANALYSIS ARE USED 

↪→BECAUSE THE ANALYSIS SHOWED THAT

SLENDERNESS EFFECTS MUST BE CONSIDERED - MEANING THAT SECOND ORDER MOMENTS NEED 

↪→TO BE INCLUDED""")

Mu_col = np.empty(len(col_groups))

mag_Mu_col = np.empty(len(col_groups))

for i in range(0,len(col_groups)):

Mu_col[i] = max(Mu_D_L_E[i],Mu_D_E[i])

# mag_Mu_col[i] = Mu_col[i]*mag[floor_assign[i]-1]

mag_Mu_col[i] = Mu_col[i] # this is the value used for the rest of the 

↪→design process - since P-Delta effects are

# accounted for using second order analysis, no magnification is needed - 

↪→magnify if using first order analysis

print('Second order (or magnified) column moments are:',mag_Mu_col)

print("""the required moment capacity of the column is taken to be the maximum 

↪→of the strong column-weak beam

asumption moments, and second-order moments from factored loads \n""")

print("ratio of second to first order column moments are (D + L + E):

↪→",[round(i,3) for i in ratio1])

print("ratio of second to first order column moments are (D + E):",[round(i,3) 

↪→for i in ratio2])

COLUMN DESIGN ACTIONS:

the maximum factored axial load on each column group is [1726.4 1115.2 553.3]

the minimum factored axial load on each column group is [581. 389.1 196.4]

Note: COLUMN MOMENTS ARE BASED ON SECOND ORDER ANALYSIS ARE USED BECAUSE THE

ANALYSIS SHOWED THAT

SLENDERNESS EFFECTS MUST BE CONSIDERED - MEANING THAT SECOND ORDER MOMENTS NEED

TO BE INCLUDED

Second order (or magnified) column moments are: [8140.5 4410.3 3291.7]

the required moment capacity of the column is taken to be the maximum of the

strong column-weak beam

asumption moments, and second-order moments from factored loads

ratio of second to first order column moments are (D + L + E): [1.033, 1.032,

1.001]

ratio of second to first order column moments are (D + E): [1.033, 1.036, 1.009]

9.2.2 Beam design actions
[30]: #Beam groups

beam_groups = [1,2,3]
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# first order moments:

# Mid-span maxima

Mu_D_L_mid = [704.0,676.8,670.9]

Mu_D_L_E_mid_lin = [855.5,770.4,730.1]

# end-span maxima

Mu_D_L_E_end_pos_lin = [2874.3,2293.6,1441.3]

Mu_D_L_E_end_neg_lin = [-4147.4,-3693.7,-2886.3]

Mu_D_E_end_pos_lin = [3254.4,2496.0,1573.0]

Mu_D_E_end_neg_lin = [-3637.0,-2918.2,-2008.1]

#shears

V_G_design_lin = [27.1,28.7,29.7] # shear due to factored gravity load (with the 

↪→seismic combo factors - (load combo 2))

###############################################################################

# second order moments:

# Mid-span maxima

Mu_D_L_E_mid = [865.3,785.2,746.7]

# end-span maxima

Mu_D_L_E_end_pos = [3050.2,2374.5,1443.9]

Mu_D_L_E_end_neg = [-4317.5,-3800.0,-2928.0]

Mu_D_E_end_pos = [3430.0,2620.6,1575.6]

Mu_D_E_end_neg = [-3812.2,-3000.9,-2039.1]

#shears

V_G_design = [27.5,29.5,30.6] # shear due to factored gravity load (with the 

↪→seismic combo factors - (load combo 2))

print('BEAM DESIGN ACTIONS:\n')

#Beam design moments and shears

Mu_mid = np.empty(len(beam_groups))

Mu_end_pos = np.empty(len(beam_groups))

Mu_end_neg = np.empty(len(beam_groups))

Vu = np.empty(len(beam_groups))

for i in range(0,len(beam_groups)):

Mu_mid[i] = max(Mu_D_L_mid[i],Mu_D_L_E_mid[i])

Mu_end_neg[i] = min(Mu_D_L_E_end_neg[i],Mu_D_E_end_neg[i])

Mu_end_pos[i] = max(Mu_D_L_E_end_pos[i],Mu_D_E_end_pos[i])

#Vu[i] = max(Vu_D_L_E[i],Vu_D_E[i])

#print('The design mid-span moments are: ',Mu_mid)

print('The design end-span negative moments are: ',Mu_end_neg)

print('The design end-span positive moments are: ',Mu_end_pos)

#print('The design shears are: ',Vu)
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BEAM DESIGN ACTIONS:

The design end-span negative moments are: [-4317.5 -3800. -2928. ]

The design end-span positive moments are: [3430. 2620.6 1575.6]

1.9.3 9.3 Beam Design Functions

9.3.1 Compute beam effective depth
[31]: def effective_depth(h,ccover,phi_t,phi_l):

# Because the beams are spanning two orthogonal directions, the effective 

↪→depth is different for each direction

d_EW = h - ccover - phi_t - phi_l/2;

d_NS = h - ccover - phi_t - phi_l - phi_l/2;

d = d_NS # conservatively

return d

# if you change this assumption here, it will change everywhere!

9.3.2 Compute T-beam effective width
[32]: def T_beam_flange(int_or_ext,bbeam,Lbeam,tslab):

if int_or_ext == 'int':

# Effective T-beam width for positive moment (ACI 318 6.3.2)

# interior

b_tbeam_int1 = 8*tslab;

clear_span = Lbeam - bbeam

b_tbeam_int2 = clear_span/2; # modify this for non-symmetric geometry

b_tbeam_int3 = clear_span/8;

b_tbeam_int = min(b_tbeam_int1,b_tbeam_int2,b_tbeam_int3)

bf = bbeam + 2*b_tbeam_int; # Effective T-beam width for positive moment 

↪→for an interior beam

elif int_or_ext == 'ext':

# exterior (one side of web)

b_tbeam_ext1 = 6*tslab;

b_tbeam_ext2 = clear_span/2; # modify this for non-symmetric geometry

b_tbeam_ext3 = clear_span/12;

b_tbeam_ext = min(b_tbeam_ext1,b_tbeam_ext2,b_tbeam_ext3)

bf = bbeam + b_tbeam_ext; # Effective T-beam width for positive moment 

↪→for an extrerior beam

return bf

9.3.3 Compute the nominal capacity of a beam section
[33]: # FLEXURAL REINFORCEMENT FUNCTION

import math

def beam_Mn(beam,Mu,nbar,phi_l,phi_t,b,h,ccover):
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# compute the nominal strength of a beam

d = effective_depth(h,ccover,phi_t,phi_l)

Abar_l = math.pi*phi_l**2/4

As = nbar*Abar_l;

# depth of compression block

a = As*fy/(0.85*fc*b)

#nominal strength

Mn = As*fy*(d - a/2)

return Mn

9.3.4 Design beam flexural reinforcement
[34]: # FLEXURAL REINFORCEMENT FUNCTION

import math

def beam_reinf(beam,Mu,nbar,phi_l,phi_t,b,h,ccover,bbeam):

# compute the nominal, design and probable strength of a beam

# for positive moments, the beam will be designed as a T-beam -> width of 

↪→beam will include the allowed slab flage width

# the probable strength will include the slab reinforcement outside the beam 

↪→width

# the slab is assumed to be reinforced with minimum reinforcement = 0.002

d = effective_depth(h,ccover,phi_t,phi_l)

Abar_l = math.pi*phi_l**2/4;

As = nbar*Abar_l;

# Minimum rft in any beam section (ACI 318 18.6.3.1)

As_min1 = 3*math.sqrt(fc*1000)*bbeam*d/(fy*1000); # the stresses have to be 

↪→in psi

As_min2 = 200*bbeam*d/(fy*1000)

As_min = max(As_min1,As_min2)

if As < As_min:

print('INCREASE REINFORCEMENT TO SATISFY MINIMUM REQUIRED')

if As/(b*d) > 0.025:

print('THE REINFORCEMENT RATIO EXCEEDS THE MAXIMUM - REDESIGN MEMBER')

# depth of compression block

a = As*fy/(0.85*fc*b)

#nominal strength

Mn = As*fy*(d - a/2)

# design strength

M_design = design_phi_conc*Mn

#probable strength

# slab reinforcement

As_slab = 0.002*tslab*(b-bbeam)
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As_prob = As + As_slab;

# depth of compression block

a_prob = As_prob*1.25*fy/(0.85*fc*b)

#probable strength

M_prob = As_prob*1.25*fy*(d - a_prob/2)

print('Ratio of design moment over ultimate moment for 

↪→beam',beam,'=',round(M_design/abs(Mu),3))

print('design strength = ',round(M_design,1))

print('probable strength = ',round(M_prob,1))

if M_design > abs(Mu):

print('OKAY \n')

else:

print('REDESIGN \n')

# check development length requirements (may control the dimensions of 

↪→exterior columns)

ldh = (fy*1000*phi_l)/(65*lam*math.sqrt(fc*1000)) # development length for 

↪→hooked bars

ldh_min1 = 6

ldh_min2 = 8*phi_l

ldh_min = max(ldh_min1,ldh_min2)

if ldh < ldh_min:

ldh = ldh_min

# development lengths for different bars

ld_typ = 2.5*ldh; #straight typical bars

ld_top = 3.25*ldh; # straight top bars

#print('required development length for hooked bars = ',ldh)

#print('required development length for straight typical bars = ',ld_typ)

#print('required development length for straight top bars = ',ld_top)

# column sizing note

# a minimum ratio of 20 is required between the column width and diameter of 

↪→largest lonitudinal beam bar passing

# through the joint

bcol_min = 20*phi_l

print('Note: The column dimension cannot be less than ',bcol_min,'\n')

return M_prob

9.3.5 Shear design of a beam section
[35]: # SHEAR DESIGN

def shear_design(V_design,nlegs,dbar_t,d,dbar_pos,dbar_neg,trans_spacing):
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Av = nlegs*math.pi*dbar_t**2/4;

s_beam = 0.75*Av*fy*d/V_design;

s_max1 = d/4

s_max2 = 6*dbar_pos

s_max3 = 6*dbar_neg

s_max_end = min(s_max1,s_max2,s_max3) # maximum spacing at the beam end 

↪→region

s_max_all = d/2 # maximum spacing outside the beam end region

if s_beam >s_max_all:

s_beam = s_max_all

print('maximum allowed spacing og transverse reinforcement along the beam 

↪→is',round(s_beam,1))

if trans_spacing <= s_beam:

print('SUPPLIED TRANSVERSE REINFORCEMENT IS ADEQUATE')

print('Maximum transverse reinforcement spacing at the beam ends = 

↪→',s_max_end,'\n')

return s_max_end

9.3.6 Check the beam-column joint capacity
[36]: # BEAM-COLUMN JOINT CHECK

def joint_check(M_prob_neg,M_prob_pos,V_E_design,bcol,dcol,Hcol,dbar_neg,nbar_neg

,dbar_pos,nbar_pos):

# internal joint

# shear in the column

V_col = (M_prob_neg + M_prob_pos + 2*V_E_design*dcol/2)/Hcol #note that 

↪→shear due to gravity loads is not included because

# it is insignificant (except at the end columns where the seismic shear is 

↪→much less)

# probable forces in the negative moment rft

Abar_neg = math.pi*dbar_neg**2/4

f_bar_neg = nbar_neg*Abar_neg*1.25*fy

# probable forces in the positive moment rft

Abar_pos = math.pi*dbar_pos**2/4

f_bar_pos = nbar_pos*Abar_pos*1.25*fy

# joint shear demand

V_joint = f_bar_neg + f_bar_pos - V_col

# compute nominal shear strength

## effective joint area

h_joint = dcol;
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if bbeam >= bcol:

w_joint = bcol

else:

w_joint_max1 = bbeam + h_joint

w_joint_max2 = bcol # assuming that the longitudinal axes of the beam 

↪→and column are on the same plane (i.e., the beam

# is centered on the column)

w_joint = min(w_joint_max1,w_joint_max2)

A_joint = h_joint*w_joint;

# joint shear strength

if bbeam < 0.75*bcol:

print('joint is not confined')

Vn_joint = 12*lam*math.sqrt(fc*1000)*A_joint/1000

else:

print('it is assumed that joint is confined on three faces or two 

↪→opposite faces')

Vn_joint = 15*lam*math.sqrt(fc*1000)*A_joint/1000

V_design_joint = 0.85*Vn_joint

print('ratio of joint probable capacity to demand =',round(V_design_joint/

↪→V_joint,2))

if V_design_joint > V_joint:

print('JOINT OKAY')

else:

print('REDESIGN JOINT')

9.3.7 Overall beam design function (flexural, shear, joint check)
[37]: # BEAM DESIGN FUNCTION

def beam_design(beam,int_or_ext,Mu_pos,Mu_neg,V_G,nbar_pos,nbar_neg,dbar_pos

,dbar_neg,bbeam,h,nlegs,dbar_t,ccover,trans_spacing):

print('DESIGN FOR BEAM',beam)

print('1. FLEXURAL DESIGN')

# design the beam top and bottom reinforcement, and shear reinforcement

print('reinforcement design for end-negative moments')

# beam widths and depths

M_prob_neg = 

↪→beam_reinf(beam,Mu_neg,nbar_neg,dbar_neg,dbar_t,bbeam,h,ccover,bbeam)

print('reinforcement design for end-positive moments')

bf = T_beam_flange(int_or_ext,bbeam,Lbeam,tslab)

M_prob_pos = 

↪→beam_reinf(beam,Mu_pos,nbar_pos,dbar_pos,dbar_t,bf,h,ccover,bbeam)

print('2. SHEAR DESIGN')
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d = effective_depth(h,ccover,dbar_t,dbar_neg) # use d based on the size of 

↪→the negative rft bars

clear_span = Lbeam - dcol;

V_E_design = (M_prob_neg + M_prob_pos)/clear_span

V_design_end1 = V_E_design + V_G

V_design_end2 = V_E_design - V_G

V_design = max(abs(V_design_end1),abs(V_design_end2))

print('The design shear for beam ',beam,'= ',round(V_design,1))

# Note: here we will not care about shear design mid-span because we will 

↪→use the same spacing throughout the beam

s_max_end = 

↪→shear_design(V_design,nlegs,dbar_t,d,dbar_pos,dbar_neg,trans_spacing)

print('3. BEAM-COLUMN JOINT CHECK')

joint_check(M_prob_neg,M_prob_pos,V_E_design,bcol,dcol,Hcol,dbar_neg,nbar_neg

,dbar_pos,nbar_pos)

 

↪→print('----------------------------------------------------------------------')

return M_prob_neg,M_prob_pos,s_max_end

1.9.4 9.4. Column design functions

9.4.1. Column interaction diagram
[38]: def interact_diagram(col,d_vec,As_vec,bcol,dcol,col_Mn_req,Pu_max,Pu_min):

# assumed parameters

epsu = 0.003;

ety = 0.002;

beta1 = 0.85;

fy_pr = 1.25*fy;

## 1. Find the depth of the neutral axis c by solving the force equilibrium 

↪→equation graphically

# loop through different values of NA depths

x = np.arange(dcol/30,1.4*dcol,dcol/200)

Pn = np.empty(len(x))

Mn = np.empty(len(x))

P_design = np.empty(len(x))

M_design_col = np.empty(len(x))

P_pr = np.empty(len(x))

M_pr = np.empty(len(x))

design_phi = np.empty(len(x))

epss = np.empty(len(d_vec))

199



fs = np.empty(len(d_vec))

fs_pr = np.empty(len(d_vec))

# loop over all values of c

for i in range(0,len(x)):

# loop over all rows of steel and compute strains and stresses for given 

↪→c

for k in range (0,len(d_vec)):

epss[k] = (x[i] - d_vec[k])/x[i]*epsu

fs[k] = epss[k]*Est

fs_pr[k] = epss[k]*Est

if abs(fs[k]) > fy:

fs[k] = fy*np.sign(fs[k]);

if abs(fs_pr[k]) > fy_pr:

fs_pr[k] = fy_pr*np.sign(fs_pr[k]);

#print(epss)

# compute equilibrium function

Pn[i] = 0.85*fc*beta1*x[i]*bcol + As_vec[0]*fs[0] + As_vec[1]*fs[1] +\

As_vec[2]*fs[2] + As_vec[3]*fs[3]

# calculate the nominal moment capacity (take moments about the centroid)

Mn[i] = 0.85*fc*beta1*x[i]*bcol*(dcol/2 - (beta1*x[i])/2) + 

↪→As_vec[0]*fs[0]*(dcol/2 - d_vec[0])\

+ As_vec[1]*fs[1]*(dcol/2 - d_vec[1]) + As_vec[2]*fs[2]*(dcol/2 - 

↪→d_vec[2])\

+ As_vec[3]*fs[3]*(dcol/2 - d_vec[3])

# calculate the probable axial and moment strength

P_pr[i] = 0.85*fc*beta1*x[i]*bcol + As_vec[0]*fs_pr[0] + 

↪→As_vec[1]*fs_pr[1] +\

As_vec[2]*fs_pr[2] + As_vec[3]*fs_pr[3]

M_pr[i] = 0.85*fc*beta1*x[i]*bcol*(dcol/2 - (beta1*x[i])/2) + 

↪→As_vec[0]*fs_pr[0]*(dcol/2 - d_vec[0])\

+ As_vec[1]*fs_pr[1]*(dcol/2 - d_vec[1]) + As_vec[2]*fs_pr[2]*(dcol/

↪→2 - d_vec[2])\

+ As_vec[3]*fs_pr[3]*(dcol/2 - d_vec[3])

# check the tensile strain in the tension rft to determine if the 

↪→section is: 1. compression-controlled, 2. transition,

# or 3. tension controlled

if abs(epss[-1]) <= ety:

design_phi[i] = 0.65

elif abs(epss[-1]) > ety and abs(epss[-1]) < 0.005:

design_phi[i] = 0.65 + 0.25*(abs(epss[-1]) - ety)/(0.005 - ety)

elif abs(epss[-1]) >= 0.005:
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design_phi[i] = 0.9

P_design[i] = Pn[i]*design_phi[i]

M_design_col[i] = Mn[i]*design_phi[i]

 

↪→################################################################################

# compute the case of pure compression (to determine maximum allowed axial 

↪→load)

# subject to compression only -> compression controlled -> phi = 0.65

P_max = 0.65*0.85*fc*(dcol*bcol - np.sum(As_vec)) + fy*np.sum(As_vec)

P_max_allowable = 0.8*P_max # from Table 22.4.2.1 in ACI 318-14

# plot the column interaction diagram

xlimit = 1.1*max(Mn)

plt.figure();

plt.plot(Mn,Pn);

plt.xlim([0,xlimit]);

plt.xlabel('Mn (kip.in)');

plt.ylabel('Pn (kips)');

plt.title('Column '+str(col)+' Interaction Diagram');

plt.plot(M_design_col,P_design);

plt.plot(M_pr,P_pr);

# check adequacy of column

M_design_value1 = np.interp(Pu_max,P_design,M_design_col)

M_design_value2 = np.interp(Pu_min,P_design,M_design_col)

if col_Mn_req < M_design_value1:

if col_Mn_req < M_design_value2:

if Pu_max <= P_max_allowable:

print('COLUMN ',col,' IS ADEQUATE AGAINST AXIAL FORCE AND 

↪→BENDING MOMENT')

else:

print('REDESIGN COLUMN',col)

else:

print('REDESIGN COLUMN',col)

else:

print('REDESIGN COLUMN',col)

plt.scatter(col_Mn_req,Pu_max)

plt.scatter(col_Mn_req,Pu_min)

M_pr1 = np.interp(Pu_max,P_pr,M_pr)

M_pr2 = np.interp(Pu_min,P_pr,M_pr)

M_pr_col = max(M_pr1,M_pr2)

print('The maximum probable moment of the column is',round(M_pr_col,0),'\n')
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if M_pr1 > M_pr2:

plt.scatter(M_pr_col,Pu_max)

else:

plt.scatter(M_pr_col,Pu_min)

plt.legend(['Nominal Strength','Design Strength','Probable Strength','Mu, 

↪→Pu_max','Mu, Pu_min']);

# plot the maximum allowable axial load

plt.plot(M_design_col,[P_max_allowable] * 

↪→len(M_design_col),linestyle='dashed');

print("""- check that the axial force due to earthquake load in a single 

↪→direction is less than 20% of

the axial column capacity. Otherwise, the column must be designed for 

↪→biaxial bending with 100% and 30%

earthquake force \n""")

return M_pr_col

9.4.2. Column section reinforcement configuration
[39]: def col_config(ccover,dcol,phi_l_col,phi_t_col):

# based on reinforcement of 12 bars distributed uniformly

Abar_l_col = math.pi*phi_l_col**2/4

d1 = ccover + phi_t_col + phi_l_col/2

bar_spacing = (dcol - 2*ccover - 2*phi_t_col - phi_l_col)/3

d2 = d1 + bar_spacing

d3 = d2 + bar_spacing

d4 = d3 + bar_spacing

d_vec = [d1,d2,d3,d4]

As1 = 4*Abar_l_col

As2 = 2*Abar_l_col

As3 = 2*Abar_l_col

As4 = 4*Abar_l_col

As_vec = [As1,As2,As3,As4]

return d_vec,As_vec,bar_spacing

9.4.3. Column transverse reinforcement
[40]: def transverse_reinf(hoop_s_final,bcol,dcol,Hcol,hbeam,phi_l_col,phi_t_col

,bar_spacing,nbar_col,Ag,A_sh,bc,A_ch,clear_h,M_pr_col,M_prob_neg,M_prob_pos

,Pu_max,Pu_min):
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# confinement requirements

# tighter spacing is required at the ends of the column over distance 

↪→l_hoops (ACI 318 section 18.7.5.1)

dist_hoops1 = dcol

dist_hoops2 = (Hcol - hbeam)/6

dist_hoops3 = 18.0

dist_hoops = max(dist_hoops1,dist_hoops2,dist_hoops3)

#print('The distance at the column ends for tighter hoop spacing should 

↪→be',dist_hoops)

# hoop spacing requirements (ACI 318 section 18.7.5.3)

hoop_s1 = bcol/4

hoop_s2 = 6*phi_l_col

hoop_s3 = 4 + (14 - bar_spacing)/3

if hoop_s3 < 4.0:

hoop_s3 = 4.0

if hoop_s3 > 6.0:

hoop_s3 = 6.0

# transverse reinforcement quantity minimum (ACI 318 section 18.7.5.4)

# concrete strength factors

kn = nbar_col/(nbar_col - 2)

kf = max(fc*1000/25000 + 0.6,1.0)

hoop_s4 = A_sh/(0.3*bc*(Ag/A_ch - 1)*fc/fy)

hoop_s5 = A_sh/(0.09*bc*fc/fy)

hoop_s6 = A_sh/(0.2*kf*kn*bc*Pu_max/(fy*A_ch))

if Pu_max <= 0.3*Ag*fc and fc <= 10.0:

hoop_s_end = math.floor(min(hoop_s1,hoop_s2,hoop_s3,hoop_s4,hoop_s5))

elif Pu_max > 0.3*Ag*fc or fc > 10.0:

hoop_s_end = math.

↪→floor(min(hoop_s1,hoop_s2,hoop_s3,hoop_s4,hoop_s5,hoop_s6))

# minimum hoop spacing

print('The maximum allowed hoop spacing over a length of 

↪→',round(dist_hoops,1),' at the column ends is',\

round(hoop_s_end,1),'inches')

# transverse reinforcement beyond the column ends

hoop_s_gen1 = 6

hoop_s_gen2 = 6*phi_l_col

hoop_s_gen = min(hoop_s_gen1,hoop_s_gen2)

print('Beyond',round(dist_hoops,1),'inches, the hoop spacing in the column 

↪→need not be less than',hoop_s_gen,'inches')

if hoop_s_final <= hoop_s_gen:
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print('COLUMN TRANSVERSE REINFORCEMENT AND SPACING IS SUFFICIENT FOR 

↪→CONFINEMENT \n')

else:

print('INCREASE COLUMN TRANSVERSE REINFORCEMENT \n')

# shear design

# compute the shear due to the probable column moment

V_col1 = 2*M_pr_col/clear_h # using this shear value for design is 

↪→conservative

# compute the column shear due to the probable beam moments

V_col2 = (M_prob_neg + M_prob_pos)/clear_h # the column shear need not 

↪→exceed this value.

print('-the column shear based on the column probable moments 

↪→is',round(V_col1,0))

print('-The column shear need not be more than the shear based on the beam 

↪→probable moments',round(V_col2,0))

print('-Check that the shear design values are not less than the factored 

↪→shear determined from the analysis model')

# check adequacy of transeverse rft for shear

# concrete contribution to shear resistance

d_eff_col = dcol - ccover - phi_t_col - phi_l_col/2

if Pu_min <= Ag*fc/20:

Vc = 0.0

else:

Vc = 2*math.sqrt(fc*1000)*bcol*d_eff_col/1000

# contribution of steel

Vs = A_sh*fy*d_eff_col/hoop_s_gen

Vn_col = Vc + Vs

V_design_col = 0.75*Vn_col

if V_design_col >= V_col1:

print('COLUMN SHEAR REINFORCEMENT IS ADEQUATE \n')

elif V_design_col < V_col1 and V_design_col >= V_col2:

print('COLUMN SHEAR REINFORCEMENT IS ADEQUATE BUT NOT VERY CONSERVATIVE 

↪→\n')

elif V_design_col < V_col2:

print('REDESIGN SHEAR REINFORCEMENT \n')

return hoop_s_end

9.4.2. Overall column design function
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[41]: def col_design(col,beam,Hcol,hbeam,bcol,dcol,ccover,phi_l_col,phi_t_col,nlegs_col

,Pu_max,Pu_min,M_prob_neg,M_prob_pos,hoop_s_final,k,mag_Mu_col):

# Column design function

# the column will be designed for axial load and uniaxial bending (ignoring 

↪→the orthogonal effects - the validity of this

# approach should be verified later by checking that the axial force due to 

↪→a )

print('COLUMN',col,'DESIGN: \n')

print('1. CHECK NEED FOR SECOND-ORDER ANALYSIS')

# determine whether or not slenderness effects need to be considered

Ag = bcol*dcol

r = math.sqrt(bcol*dcol**3/12/Ag)

clear_h = Hcol - hbeam

# columns are not braced against sidesway

if k*clear_h/r <= 22.0:

print('slenderness effects can be neglected for column',col,'\n')

else:

print('SLENDERNESS EFFECTS MUST BE CONSIDERED FOR COLUMN',col,'\n')

#print(k*clear_h/r)

print('2. DESIGN FOR AXIAL AND FLEXURAL DESIGN')

bc = bcol - 2*ccover # as defined in ACI 318

dc = dcol - 2*ccover

A_ch = bc*dc

Abar_l_col = math.pi*phi_l_col**2/4

Abar_t_col = math.pi*phi_t_col**2/4

A_sh = nlegs_col*Abar_t_col

As_col = nbar_col*Abar_l_col

if As_col < 0.01*Ag:

print('INCREASE COLUMN',col,'REINFORCEMENT TO COMPLY WITH MINIMUM 

↪→REQUIREMENTS')

elif As_col > 0.06*Ag:

print('REDCUDE COLUMN',col,'REINFORCEMENT - EXCEEDS THE MAXIMUM ALLOWED')

# obtain the nominal flexural strength of the beams framing into the joint

Mn_neg = 

↪→beam_Mn(beam,Mu_end_neg[beam-1],nbars_neg[beam-1],dbars_neg[beam-1],dbar_t

,bbeams[beam-1],hbeams[beam-1],ccover)

bf = T_beam_flange(int_or_ext,bbeams[beam-1],Lbeam,tslab)
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Mn_pos = 

↪→beam_Mn(beam,Mu_end_pos[beam-1],nbars_pos[beam-1],dbars_pos[beam-1],dbar_t,bf

,hbeams[beam-1],ccover)

sum_beam_Mn = Mn_neg + Mn_pos

sum_col_Mn = 6/5*sum_beam_Mn # strong column - weak beam

col_Mn_req = sum_col_Mn/2

col_Moment = max(mag_Mu_col,col_Mn_req) # the required moment capacity of 

↪→the column is taken to be the maximum of

# the strong column asumption moments, and magnified moments from factored 

↪→loads

d_vec,As_vec,bar_spacing = col_config(ccover,dcol,phi_l_col,phi_t_col)

M_pr_col = 

↪→interact_diagram(col,d_vec,As_vec,bcol,dcol,col_Moment,Pu_max,Pu_min)

print('3. CONFINEMENT REQUIREMENTS AND DESIGN FOR SHEAR')

hoop_s_end = 

↪→transverse_reinf(hoop_s_final,bcol,dcol,Hcol,hbeam,phi_l_col,phi_t_col

,bar_spacing,nbar_col,Ag,A_sh,bc,A_ch,clear_h,M_pr_col,M_prob_neg,M_prob_pos

,Pu_max,Pu_min)

 

↪→print('-----------------------------------------------------------------------')

return hoop_s_end

1.9.5 9.5 Design of Beams

[42]: ###################################### INPUT THE BEAM GEOMETRY 

↪→##########################################

bbeams = [20,20,20]

hbeams = [30,30,30]

int_or_ext = 'int' # will apply to beams and columns

# longitudinal rft using #9 bar

# transverse rft using #4 bar

ccover = 1.5

# reinforcement details for each beam group

nbars_neg = [4,4,4] # number of bars at the top

dbars_neg = [1.128,1.128,1.0] # diameter of bars at the top

nbars_pos = [4,4,3] # number of bars at the bottom

dbars_pos = [1.0,1.0,1.0] # diameter of bars at the bottom
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dbar_t = 0.5 # transverse bar diameter

s_beam_final = [6.0,6.0,6.0] # transverse bar spacing along entire beam

nlegs = 4 # number of legs of the transverse rft

#########################################################################

M_prob_neg = np.empty(len(beam_groups))

M_prob_pos = np.empty(len(beam_groups))

s_max_end = np.empty(len(beam_groups))

# call the beam design function

for i in range (0,len(beam_groups)):

M_prob_neg[i],M_prob_pos[i],s_max_end[i] = 

↪→beam_design(beam_groups[i],int_or_ext,Mu_end_pos[i],Mu_end_neg[i],\

 

↪→V_G_design[i],nbars_pos[i],nbars_neg[i],dbars_pos[i],\

 

↪→dbars_neg[i],bbeams[i],hbeams[i],nlegs,dbar_t,ccover,\

s_beam_final[i])

DESIGN FOR BEAM 1

1. FLEXURAL DESIGN

reinforcement design for end-negative moments

Ratio of design moment over ultimate moment for beam 1 = 1.245

design strength = 5374.2

probable strength = 7358.4

OKAY

Note: The column dimension cannot be less than 22.56

reinforcement design for end-positive moments

Ratio of design moment over ultimate moment for beam 1 = 1.296

design strength = 4445.5

probable strength = 7850.2

OKAY

Note: The column dimension cannot be less than 20.0

2. SHEAR DESIGN

The design shear for beam 1 = 99.9

maximum allowed spacing og transverse reinforcement along the beam is 9.3

SUPPLIED TRANSVERSE REINFORCEMENT IS ADEQUATE

Maximum transverse reinforcement spacing at the beam ends = 6.0

3. BEAM-COLUMN JOINT CHECK

joint is not confined

ratio of joint probable capacity to demand = 1.53

JOINT OKAY

--------------------------------------------------------------------------------
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----------------------

DESIGN FOR BEAM 2

1. FLEXURAL DESIGN

reinforcement design for end-negative moments

Ratio of design moment over ultimate moment for beam 2 = 1.414

design strength = 5374.2

probable strength = 7358.4

OKAY

Note: The column dimension cannot be less than 22.56

reinforcement design for end-positive moments

Ratio of design moment over ultimate moment for beam 2 = 1.696

design strength = 4445.5

probable strength = 7850.2

OKAY

Note: The column dimension cannot be less than 20.0

2. SHEAR DESIGN

The design shear for beam 2 = 101.9

maximum allowed spacing og transverse reinforcement along the beam is 9.1

SUPPLIED TRANSVERSE REINFORCEMENT IS ADEQUATE

Maximum transverse reinforcement spacing at the beam ends = 6.0

3. BEAM-COLUMN JOINT CHECK

joint is not confined

ratio of joint probable capacity to demand = 1.53

JOINT OKAY

--------------------------------------------------------------------------------

----------------------

DESIGN FOR BEAM 3

1. FLEXURAL DESIGN

reinforcement design for end-negative moments

Ratio of design moment over ultimate moment for beam 3 = 1.471

design strength = 4307.5

probable strength = 5917.3

OKAY

Note: The column dimension cannot be less than 20.0

reinforcement design for end-positive moments

Ratio of design moment over ultimate moment for beam 3 = 2.122

design strength = 3343.5

probable strength = 6339.5

OKAY

Note: The column dimension cannot be less than 20.0
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2. SHEAR DESIGN

The design shear for beam 3 = 89.0

maximum allowed spacing og transverse reinforcement along the beam is 10.5

SUPPLIED TRANSVERSE REINFORCEMENT IS ADEQUATE

Maximum transverse reinforcement spacing at the beam ends = 6.0

3. BEAM-COLUMN JOINT CHECK

joint is not confined

ratio of joint probable capacity to demand = 2.01

JOINT OKAY

--------------------------------------------------------------------------------

----------------------

1.9.6 9.6 Design of Columns

[43]: # columns design

#ccover = 1.5 # clear cover

bcols = [bcol,bcol,bcol] # widths of columns

dcols = [dcol,dcol,dcol] # depth of columns

dbar_l_col = [1.0,1.0,1.0] # diameter of longitudinal bars

nbar_col = 12 # number of longitudinal bars distributed uniformly

dbar_t_col = 0.5 # diameter of transverse bars

hoop_s_final = [4,4,4] # spacing of hoops along the entire column (will be 

↪→checked against minima)

nlegs_col = 4 # number of transverse bars legs

Hcols = [Hcol1,Hcol,Hcol]

hoop_s_end = np.empty(len(col_groups)) # transverse reinforcement spacing at 

↪→column ends

print("Get the effective length factor k using section 9.1 of this document to 

↪→evaluate column slenderness. \n")

print("-----------------------------------------------------------------------")

k_vec = [1.77,2.55,2.55]

# effective length factor, calculated based on the chart in ACI 318-14 R6.2.5

# note: these k factors should be the factors for the "edge" columns, which are 

↪→more critical than the interior columns

# because they are only bounded by one beam

for i in range(0,len(col_groups)):

hoop_s_end[i] = 

↪→col_design(col_groups[i],beam_groups[i],Hcols[i],hbeams[i],bcols[i],dcols[i],

ccover,dbar_l_col[i],dbar_t_col,nlegs_col,Pu_max[i],Pu_min[i],M_prob_neg[i],
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M_prob_pos[i],hoop_s_final[i],k_vec[i],mag_Mu_col[i])

Get the effective length factor k using section 9.1 of this document to evaluate

column slenderness.

--------------------------------------------------------------------------------

-----------------------

COLUMN 1 DESIGN:

1. CHECK NEED FOR SECOND-ORDER ANALYSIS

SLENDERNESS EFFECTS MUST BE CONSIDERED FOR COLUMN 1

2. DESIGN FOR AXIAL AND FLEXURAL DESIGN

COLUMN 1 IS ADEQUATE AGAINST AXIAL FORCE AND BENDING MOMENT

The maximum probable moment of the column is 19925.0

- check that the axial force due to earthquake load in a single direction is

less than 20% of

the axial column capacity. Otherwise, the column must be designed for

biaxial bending with 100% and 30%

earthquake force

3. CONFINEMENT REQUIREMENTS AND DESIGN FOR SHEAR

The maximum allowed hoop spacing over a length of 31.0 at the column ends is 3

inches

Beyond 31.0 inches, the hoop spacing in the column need not be less than 6

inches

COLUMN TRANSVERSE REINFORCEMENT AND SPACING IS SUFFICIENT FOR CONFINEMENT

-the column shear based on the column probable moments is 214.0

-The column shear need not be more than the shear based on the beam probable

moments 82.0

-Check that the shear design values are not less than the factored shear

determined from the analysis model

COLUMN SHEAR REINFORCEMENT IS ADEQUATE

--------------------------------------------------------------------------------

-----------------------

COLUMN 2 DESIGN:

1. CHECK NEED FOR SECOND-ORDER ANALYSIS

SLENDERNESS EFFECTS MUST BE CONSIDERED FOR COLUMN 2

2. DESIGN FOR AXIAL AND FLEXURAL DESIGN

COLUMN 2 IS ADEQUATE AGAINST AXIAL FORCE AND BENDING MOMENT

The maximum probable moment of the column is 18526.0
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- check that the axial force due to earthquake load in a single direction is

less than 20% of

the axial column capacity. Otherwise, the column must be designed for

biaxial bending with 100% and 30%

earthquake force

3. CONFINEMENT REQUIREMENTS AND DESIGN FOR SHEAR

The maximum allowed hoop spacing over a length of 30.0 at the column ends is 3

inches

Beyond 30.0 inches, the hoop spacing in the column need not be less than 6

inches

COLUMN TRANSVERSE REINFORCEMENT AND SPACING IS SUFFICIENT FOR CONFINEMENT

-the column shear based on the column probable moments is 294.0

-The column shear need not be more than the shear based on the beam probable

moments 121.0

-Check that the shear design values are not less than the factored shear

determined from the analysis model

COLUMN SHEAR REINFORCEMENT IS ADEQUATE BUT NOT VERY CONSERVATIVE

--------------------------------------------------------------------------------

-----------------------

COLUMN 3 DESIGN:

1. CHECK NEED FOR SECOND-ORDER ANALYSIS

SLENDERNESS EFFECTS MUST BE CONSIDERED FOR COLUMN 3

2. DESIGN FOR AXIAL AND FLEXURAL DESIGN

COLUMN 3 IS ADEQUATE AGAINST AXIAL FORCE AND BENDING MOMENT

The maximum probable moment of the column is 14836.0

- check that the axial force due to earthquake load in a single direction is

less than 20% of

the axial column capacity. Otherwise, the column must be designed for

biaxial bending with 100% and 30%

earthquake force

3. CONFINEMENT REQUIREMENTS AND DESIGN FOR SHEAR

The maximum allowed hoop spacing over a length of 30.0 at the column ends is 3

inches

Beyond 30.0 inches, the hoop spacing in the column need not be less than 6

inches

COLUMN TRANSVERSE REINFORCEMENT AND SPACING IS SUFFICIENT FOR CONFINEMENT

-the column shear based on the column probable moments is 235.0

-The column shear need not be more than the shear based on the beam probable

moments 97.0

-Check that the shear design values are not less than the factored shear
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determined from the analysis model

COLUMN SHEAR REINFORCEMENT IS ADEQUATE BUT NOT VERY CONSERVATIVE

--------------------------------------------------------------------------------

-----------------------
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1.9.7 9.7. Summary of Member Designs

[44]: # Summarize all member designs

print('DESIGN OF BEAMS:')

for i in range(0,len(beam_groups)):

print('- BEAM',i+1,'GROUP:')

print('Dimensions:',bbeams[i],'inches by',hbeams[i],'inches')

print('Longitudinal rft:',nbars_neg[i],'bars of',dbars_neg[i],'inch diameter 

↪→bars at the top')

print('Longitudinal rft:',nbars_pos[i],'bars of',dbars_pos[i],'inch diameter 

↪→bars at the bottom')

print('Transverse rft:',nlegs,'legs of',dbar_t,'inch diameter bars 

↪→at',s_beam_final[i],'inch spacing, with reduced',\

s_max_end[i],'inch spacing at beam ends \n')

print('----------------------------------------------------------------')

print('DESIGN OF COLUMNS:')

for i in range(0,len(col_groups)):

print('- COLUMN',i+1,'GROUP:')

print('Dimensions:',bcols[i],'inches by',dcols[i],'inches')

print('Longitudinal rft:',nbar_col,'bars of',dbar_l_col[i],'inch diameter 

↪→bars distributed uniformly')

print('Transverse rft:',nlegs_col,'legs of',dbar_t_col,'inch diameter bars 

↪→at',hoop_s_final[i],\

'inch spacing, with reduced',hoop_s_end[i],'inch spacing at column 

↪→ends \n')

DESIGN OF BEAMS:

- BEAM 1 GROUP:

Dimensions: 20 inches by 30 inches

Longitudinal rft: 4 bars of 1.128 inch diameter bars at the top

Longitudinal rft: 4 bars of 1.0 inch diameter bars at the bottom

Transverse rft: 4 legs of 0.5 inch diameter bars at 6.0 inch spacing, with

reduced 6.0 inch spacing at beam ends

- BEAM 2 GROUP:

Dimensions: 20 inches by 30 inches

Longitudinal rft: 4 bars of 1.128 inch diameter bars at the top

Longitudinal rft: 4 bars of 1.0 inch diameter bars at the bottom

Transverse rft: 4 legs of 0.5 inch diameter bars at 6.0 inch spacing, with

reduced 6.0 inch spacing at beam ends

- BEAM 3 GROUP:

Dimensions: 20 inches by 30 inches

Longitudinal rft: 4 bars of 1.0 inch diameter bars at the top

Longitudinal rft: 3 bars of 1.0 inch diameter bars at the bottom

Transverse rft: 4 legs of 0.5 inch diameter bars at 6.0 inch spacing, with

reduced 6.0 inch spacing at beam ends
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--------------------------------------------------------------------------------

--------------------------------

DESIGN OF COLUMNS:

- COLUMN 1 GROUP:

Dimensions: 30.0 inches by 30.0 inches

Longitudinal rft: 12 bars of 1.0 inch diameter bars distributed uniformly

Transverse rft: 4 legs of 0.5 inch diameter bars at 4 inch spacing, with reduced

3.0 inch spacing at column ends

- COLUMN 2 GROUP:

Dimensions: 30.0 inches by 30.0 inches

Longitudinal rft: 12 bars of 1.0 inch diameter bars distributed uniformly

Transverse rft: 4 legs of 0.5 inch diameter bars at 4 inch spacing, with reduced

3.0 inch spacing at column ends

- COLUMN 3 GROUP:

Dimensions: 30.0 inches by 30.0 inches

Longitudinal rft: 12 bars of 1.0 inch diameter bars distributed uniformly

Transverse rft: 4 legs of 0.5 inch diameter bars at 4 inch spacing, with reduced

3.0 inch spacing at column ends
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